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Abstract

Neutron Scattering Cross Section and Analyzing Power Measurements for $^{28}$Si and $^{32}$S and Nuclear Mean Field from -80 to +80 MeV

by

Mohammad A. Al-Obali

The neutron scattering differential cross sections $\sigma(0)$ for $^{28}$Si and $^{32}$S have been measured at incident neutron energies of 15.5 and 19 MeV. For the same nuclei, the analyzing powers $A_y(0)$ were measured at 15.5 MeV. The $\sigma(0)$ measurement used a pulsed neutron beam from the $^2$H$(d,n)^3$He reaction and the time-of-flight spectrometer at the Triangle Universities Nuclear Laboratory (TUNL). The same facility was used for the $A_y(0)$ measurement but the neutron beam was produced via the polarization transfer reaction $^2$H$(d,n)^3$He. The two set of data were corrected for the effects of flux attenuation, finite geometry and multiple scattering.

The data were combined with previous $\sigma(0)$, $A_y(0)$, and total cross-section data for $^{28}$Si and $^{32}$S to form a large database in the energy range between 1 and 80 MeV. In addition, information about binding energies of the single-particle states for the $n^{28}$Si and $n^{32}$S systems was incorporated to extend the database to negative energies. This database was interpreted in the framework of the nuclear mean field (NMF). The NMF for each system was derived from a Dispersive Optical Model (DOM) analysis that incorporates explicitly the Dispersion Relation (DR) which connects the real and the imaginary parts of the NMF. The extension of the DOM potential from the positive to the negative energy domain provides the shell-model potential for bound-state predictions. Each DOM describes the data very well except for the total cross section in the energy domain of $E < 8$ MeV; here the prediction is about 12% higher than the averaged experimental data. A comparison was done between the NMF for these two relatively light-mass nuclei with the mean fields of systems in the mass number region of $40 \leq A \leq 208$. The comparison demonstrates that the present parametrization of the strength and the radius of the Hartree-Fock potential is consistent with previous parametrization.

A DOM analysis was applied to a similar database for the $n^{27}$Al system, but most of the parameters were constrained to be close to those of the DOM for $n^{28}$Si. The DOM for $n^{27}$Al was able to predict the total cross section better than a previous DOM derived for the same system.

The new DOM for $n^{27}$Al was combined with those for $n^{28}$Si and $n^{32}$S to describe the neutron elastic scattering from nuclei in the center of 2s-1d shell in the energy domain between 0 and 80 MeV. A constrained DOM for these nuclei in the mass number region $27 \leq A \leq 32$ is obtained. A comparison between the parameters obtained in the present DOM model with those obtained from the conventional Spherical Optical Model (SOM) reveals the importance of determining the Hartree-Fock potential strength from a database that contains a combination of scattering data and empirical information about single-particle bound states in the negative energy region.
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## CHAPTER 1

Introduction
Introduction

The complexity of the nucleus is such that even after more than eighty years of investigation and study, there is no fundamental theory that can exactly describe the structure of the nucleus or reactions between its constituents. Therefore, phenomenological models are still being developed to expand our understanding of the physical systems. Proposed models start as simple models, and then refinements or modifications are introduced to improve the model. The continuous efforts of refinements and modifications to an earlier model can be considered as a reflection of the success of that model.

One of the important approaches to understand nuclear physics is the study of the nucleon-nucleus interaction. The scattering of a nucleon from a nucleus provides a unique probe to the nuclear force. A direct aspect of this scattering is the angular distribution of the elastic scattering of neutrons. This angular distribution is dominated by a diffraction pattern, which is particularly recognizable for energies above a few MeV. This phenomenon is due to the combination of the finite size of the nucleus and the fact that the nuclear matter is “partially transparent” to the incident neutrons. A model, known as the “Optical Model Potential” (OMP) was introduced [Fer 49] to explain the observations of nucleon-nucleus elastic scattering. The model consists of replacing the many-body problem by a simple effective potential in a one-body Schroedinger equation. The name optical is due to its similarity to the treatment of an optical medium with a complex index of refraction. The empirical determination of the parameters and terms in the optical model potential has been thoroughly explored using much experimental elastic scattering data.

Since the proposal of the nucleon-nucleus optical-model potential, it has played an important role in the interpretation of data for many types of nuclear reactions. In particular, the OMP has had great success in describing the average behavior of elastic scattering observables (total and differential cross sections and analyzing powers) and reaction cross sections. However, increasingly accurate experimental data made it clear that a simple parametrization of the OMP was no longer adequate to describe some of the deviations between the model predictions and the experimental data. One of these deviations is the non-linear behavior of the energy dependence of the real potential of the simple OMP and the need for energy-dependent radii and diffusenesses.

In order to properly explain such deviations from linearity or from constant-value geometry parameters, a physical basis must be established. This basis is provided by the dispersion relation (DR), which connects the real and imaginary parts of the optical potential. In several fields of physics, the DR has proven to be of great importance and in recent years has provided a powerful phenomenological framework for relating experimental data to the scattering interaction.

The introduction of the DR into OMP analysis gives a solid base for determining the low-energy optical potential by setting it in the framework of the nuclear mean field that extends from the negative-energy region, where it is normally called shell-model potential, to the positive-energy region, where it is called the optical-model potential. This broader description provides at least three advantages over earlier optical models:

- It enables the low-energy OMP to be determined from a much wider range of data, not only from the scattering and total cross-section data, but also from the data on bound single-particle states of the negative energy region.

- It provides an important connection between real and imaginary parts of the OMP through the DR. This connection not only explains the Fermi-surface anomaly [Fin 85], but also gives an additional constraint that can be used to define the potential more precisely; therefore, it gives a more precise and physically sound determination for the model parameters.

- Most importantly, it enables a straightforward connection of the OMP for positive and negative energies. This extension to negative energies is of great significance because much more empirical information is available about the potential at positive energies than for negative energies, and for the first time it is
possible to safely use the scattering data to obtain properties of the shell-model potential. Previously, one had to obtain the shell model potential from a collection of fragmented and somewhat questionable experimental observables, such as the spectroscopic factors, single-particle orbits, occupation probabilities and spectral functions.

From the recent applications of the DR, one makes two observations. First, most of the nuclei that were studied are believed to have spherical shape. Second, the lightest nucleus studied was \(^{40}\)Ca. Hence, no real test for the "full application of the DR" was made, for example, on a deformed nucleus or a nucleus with mass number \(A < 40\). The very recent study of \(^{27}\)Al nucleus by Nagadi [Nag 92] focused mainly on the positive energy region of the NMF (scattering region), and the extrapolation of the model towards the negative energy region was very limited because of lack of useful data. Therefore, it was important to investigate more fully the application of the DR in the lighter mass nuclei. In addition, the nuclei near the center of the \(2s-1d\) shell provide an attractive ground to which many nuclear models have been applied due to their highly collective states. Furthermore, the wide separation between the ground state and the first-excited state of these nuclei makes it ideal to measure observables for neutron elastic scattering.

Therefore, the objective of the work described in this dissertation is three-fold: First, to incorporate the DR approach into the optical model to derive the nuclear mean field for neutrons in \(^{28}\)Si and \(^{32}\)S in a wide energy range between -80 and +80 MeV; Second, to complete the TUNL high-quality database of differential cross section and analyzing power for \(^{28}\)Si and \(^{32}\)S; Third, to investigate the applicability of the DR approach to light nuclei.

The presentation in this dissertation is divided in the following style. Chapter 2 explains the details of the measurement and data analysis of the differential cross section. Similarly, Chapter 3 explains the details of the measurement and data analysis of the analyzing power. The database used in this study is discussed in Chapter 4 along with the correction of the compound nucleus. In Chapter 5 we present an overview of the concept of the nuclear mean field, the historical application of the Dispersive Optical Model (DOM) with its formulation, and the analyses of the mean field for \(^{28}\)Si and \(^{32}\)S. We devote Chapter 6 to the development of a new DOM study for \(^{27}\)Al, and to the extension of the present DOM study to develop a "constrained" regional DOM for the mass region \(27 \leq A \leq 32\). Conclusions and comments are presented in Chapter 7.
CHAPTER 2

Cross Section Measurements

2.1 Experimental Equipment and Techniques

2.1.1 Introduction

The $^{28}\text{Si}(n,p)$ and $^{32}\text{S}(n,p)$ measurements of the differential cross section at incident neutron energies of 15.5 and 19.0 MeV and the analyzing power at 15.5 MeV were conducted using the time-of-flight spectrometer at Triangle Universities Nuclear Laboratory (TUNL) on the campus of Duke University. A floor plan of the laboratory is shown in Fig. 2.1. Starting from the upper left corner of the figure, and concentrating on the experiment-related equipment, are the two ion sources for the production of unpolarized (DENIS II) or polarized (ABPTS) deuteron beams. Next in line (not shown in Fig. 2.1) are the electrostatic lenses to focus and magnetic steerers to direct the beam into the bunching system just before injection into the accelerator. The beam is accelerated by the High Voltage Engineering model FN tandem Van de Graaff accelerator. At the high-energy end, the beam is bent 38° by an analyzing magnet and focused onto the deuterium gas cell in the neutron TOF target area, which is in the lower right corner of the figure.

In order to perform experiments involving neutron beams, some essential requirements must be met due to the fact that the neutron has no charge. First, neutrons cannot be accelerated using the electromagnetic force. This restriction requires the use of a nuclear reaction such as the $^2\text{H}(d,n)^3\text{He}$ reaction employed in the present work to produce a beam of energetic neutrons. Second, neutrons cannot be detected directly by ionization in materials. Hence, a nuclear reaction (n-p elastic scattering) is used to produce charged particles that can be detected by the energy deposited in a material through ionization. Moreover, the size of the neutron detectors need to be thick enough to compensate for the low detection efficiency.

Presented in the following sections are descriptions of the experimental procedure and apparatus utilized in the measurement.
2.1.2 The Experimental Procedure

The measurement of the neutron differential cross sections was obtained through the procedure outlined here. An ion source produced a beam of deuterons. The beam was pulsed, accelerated and directed through a capacitive time-pickoff unit before passing through a thin foil into a deuterium gas target. Via the $^2\text{H}(\text{d},\text{n})^3\text{He}$ reaction, neutron beam pulses were incident on the sample. The scattered neutrons were detected by two liquid organic scintillators positioned in the horizontal reaction plane. A start signal from the detector followed by a stop signal from the pick-off unit were processed through a set of electronic modules and the information was sent to the VAX computer for analysis and storage.

The angular distribution yields were normalized to the relative incident neutron flux from the $^2\text{H}(\text{d},\text{n})$ reaction, which was monitored using a lightly shielded liquid scintillator. Absolute differential cross sections were obtained by normalizing the yields to that for n-p scattering, which were measured periodically in the same experimental arrangement and which were also normalized to the neutron flux using the monitor detector positioned at 50°.

2.1.3 The Ion Source

The deuteron beam was produced by a Direct-Extraction Negative Ion Source (DENIS II). A schematic diagram of DENIS II is shown in Fig. 2.2. A hot filament emits electrons which are accelerated toward the anode. On their way to the anode, the electrons collide with the deuterium atoms, producing a plasma containing negative deuteron ions. An electric field is applied between the anode and the extractor electrode to extract these negative ions. The negative beam is then focused by an electrostatic lens. The source is biased at -50 kV potential to accelerate the negative ion beam for injection into the tandem accelerator. This 3% keV DC beam with an intensity of about 15-20 µA is directed through the electrostatic lenses into the pulsing apparatus. More details about DENIS II can be found in [Gus 81, How 84].
2.1.4 Beam Pulsing

Before injecting the beam into the accelerator, the DC beam is pulsed. The pulses need to be compressed as narrow as possible to provide good energy resolution. In addition, adjacent pulses need to have sufficiently large separation in time to avoid overlows of neutrons in the detectors from events induced by adjacent beam bursts. The beam pulsing process consists of two parts: chopping and bunching. A summary of the basic principles of beam pulsing is given here; more details can be found in [How 84, Rob 88]. First, the beam is chopped into pulses or segments by sweeping it across an aperture with a periodically varying transverse electric field applied to two parallel plates. Only the portion of the beam that traverses the chopper plates when the electric field is near zero passes through the aperture. The transmitted bursts are bunched or compressed in time by modulating the energy of the deuteron-ions in the beam segment so that they arrive at the target at the same instant. The buncher at TUNL is a double-gap buncher which is a system of cylindrical tubes consisting of three electrically insulated sections: a longer-section in the center and two short sections at either end separated by a small gap. A block diagram of the chopper and double-gap buncher system is shown in Fig. 2.3. A sinusoidal voltage is applied to the central section while the two end (outer) sections are held at ground potential. The phase between the chopping and bunching waveforms is adjusted so that the instantaneous potential across the first bunching gap (negative polarity) decelerates the front of the beam segment (negative-D ions) as it enters the gap. The rear of the beam segment is accelerated by the change in polarity. When the center of the segment passes through, there is no potential difference; hence, the system has no effect on this part of the beam segment. The length of the center section of the buncher is adjusted so that the beam particles traverse the distance between the gaps in one-half the sinusoidal period. This causes the beam segment to arrive at the exit of the buncher tube so that it experiences similar deceleration and acceleration effects as when it entered the buncher. The end result of this bunching is a non-uniform velocity distribution across the beam segment, causing a narrowing of the beam burst as it drifts toward the target. The efficiency of the TUNL bunching system just described is ≈20%
due to the fact that only ~20% of the sine wave applied to the buncher is sufficiently linear to produce suitable bunching. In order to increase the beam bunching efficiency, a second buncher was added. It operates at twice (10 MHz) the frequency of the first buncher and is adjusted to run 180° out of phase from the first. This two-stage double-drift bunching system is capable of compressing ~60% to 65% of the DC beam into a beam burst of approximately 2.0 ns full width at half maximum (FWHM) on target. For the cross-section measurements the time averaged beam intensity on target was kept under about 2μA in order to avoid damage to the foil of the deuterium gas cell described below.

![Diagram](image)

**Figure 2.3.** The chopper and buncher system used to pulse the beam.

### 2.1.5 Acceleration and Beam Transport

The pulsed and negatively-charged deuteron ions were accelerated by the FN Tandem Van de Graaff accelerator. A positive-charged terminal is connected to evacuated acceleration tubes and placed in the center of the accelerator tank that is filled with an insulating gas. The tandem can reliably operate at terminal voltages up to 9 MV, and therefore the accelerated ions can acquire an energy up to 18 MeV in passing through the tandem. The tandem principle is that the negative ions are accelerated to the terminal where a thin carbon foil strips two electrons from the negative ions, upon which the beam becomes positively charged. The positive ions are then accelerated additionally by traveling from the terminal to ground potential at the far end of the accelerator. The terminal voltages used for the σ(8) measurements were 6 and 8 MV.

In December of 1991, the performance of the TUNL accelerator was upgraded by the installation of a new charging system (pelletron chain) and new acceleration tubes. In addition, the quality of the insulating gas was improved by mixing a small amount of sulfur hexafluoride with the normal insulating gas (CO₂). The pelletron chain has the advantages, in contrast to the conventional belts, of not producing dust (which can result in tank sparks), being mechanically stiff so ripples on the terminal voltage due to belt flop is eliminated, and requiring little maintenance. These new improvements added more stability to the system, improved the beam transmission, and allowed the accelerator to run up to 10 MV.

After the beam exits from the high-energy end of the tandem, it is bent by the “20-70” analyzing magnet through 38° into the TOF beam leg and then transported to the TOF experimental area. The 38° momentum-analyzing magnet provides accurate determination of the deuteron beam energy. A pair of horizontal slit edges, located just after the analyzing magnet, are used to provide a fast-feedback signal to the accelerator terminal. In order to maintain the terminal voltage, the difference signal from these slits is sent to the corona control circuit to make minor adjustments to the terminal voltage.

The deuteron beam is transported from the ion source to the accelerator and from the accelerator to the analyzing magnet by means of
electric and magnetic steers, and by means of electrostatic and magnetic quadrupoles for focusing the beam. A beam-line vacuum of about $5 \times 10^{-7}$ Torr is provided by diffusion and cryo pumps in stations along the beam transport system.

2.1.6 Neutron Source Reaction

At the end of the 38°-beam leg, the pulsed deuteron beam enters the gas cell containing deuterium to produce neutrons via the $^2\text{H}(d, n)^3\text{He}$ reaction. This particular monoenergetic reaction was chosen for the following reasons: i) The high cross section at the reaction angle of zero degree in the energy range of this experiment. ii) The angular distribution of neutrons is forward peaked (i.e., the cross section falls off rapidly with angle), which causes a reduction of neutron background in the side detectors. iii) The positive Q-value (+3.269 MeV) provides good separation between the desired neutrons that originate from the reaction to the ground state of $^3\text{He}$, and the neutrons originating from the $^2\text{H}(d, np)^2\text{H}$ reaction breakup with Q-value (-2.22 MeV).

The gas cell, as shown in Fig. 2.4, is a cylindrical tube of 0.8 cm in diameter and 3.16 cm long. The outer wall of the cell is made of stainless steel while the side wall is lined with a 0.38 mm thick tantalum sleeve. The end wall of the cell (i.e., beam stop) is lined with a 0.51-mm thick tantalum disc held in place by the tantalum sleeve. The purpose of the sleeve is to shield the gas cell from the deuterons that scatter from the deuterium gas inside the cell. On the beam entrance side, the gas was contained inside the cell with a 6.35-μm thick Havar foil. The gas cell is isolated electrically so that the amount of charge deposited by the beam can be monitored by a beam current integrator. Air cooling was applied to the gas cell assembly to avoid heat buildup in the cell. The gas cell was pressurized with high purity deuterium which was passed through a liquid nitrogen trap before entering the cell to remove hydrocarbon contaminants. As can be seen from Table 2.1, two gas pressures were employed. Neutron energies of 15.5 and 19.0 MeV with spread in neutron energy of 160 and 251 keV, respectively were used in the measurements. The spread in energy of the neutron beam is due to the fact that neutrons are produced in the $^2\text{H}(d, n)^3\text{He}$ reaction at different sites along the gas cell. (The quoted energy spreads neglects the folding in of the approximately 20 keV energy spread due to straggling of the deuterons in the entrance foil.)

<table>
<thead>
<tr>
<th>$E_n$ (MeV)</th>
<th>Gas pressure (atm)</th>
<th>Deuteron energy loss in foil</th>
<th>Deuteron energy loss in the gas</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.5</td>
<td>4.0</td>
<td>0.214</td>
<td>0.160</td>
</tr>
<tr>
<td>19.0</td>
<td>7.8</td>
<td>0.177</td>
<td>0.251</td>
</tr>
</tbody>
</table>

Figure 2.4: The deuterium gas cell used in the measurement.
2.1.7 Scattering Samples

Four scattering samples were used in the experiment. All the samples were right circular cylinders. Table 2-2 lists the descriptions and the isotopic compositions of the samples. The polyethylene and the carbon samples were used for absolute normalization purposes, while the $^{28}$Si and $^{32}$S samples were the nuclei under study. The samples were mounted coaxially on a vertical steel wire which passed through the pivot point of the side detectors. The center of the samples was aligned along the incident deuteron beam axis and at a distance of 11.4 cm from the center of the gas cell. A Zeiss optical level was used to check the proper centering of the samples.

Table 2.2 The Descriptions of the Scattering Samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Mass (g)</th>
<th>Radius (cm)</th>
<th>Height (cm)</th>
<th>Isotopic composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polyethylene</td>
<td>3.37</td>
<td>0.717</td>
<td>2.279</td>
<td>$^{1}$H, $^{12}$C (66.7%), $^{13}$C (33.3%)</td>
</tr>
<tr>
<td>Carbon</td>
<td>2.911</td>
<td>0.477</td>
<td>2.376</td>
<td>$^{12}$C, $^{13}$C (99.0%, 1.0%)</td>
</tr>
<tr>
<td>Silicon</td>
<td>25.27</td>
<td>1.176</td>
<td>2.528</td>
<td>$^{28}$Si, $^{29}$Si, $^{30}$Si (92.55%, 4.55%, 2.90%)</td>
</tr>
<tr>
<td>Sulfur</td>
<td>23.63</td>
<td>1.230</td>
<td>2.540</td>
<td>$^{32}$S, $^{33}$S, $^{34}$S (95.28%, 0.74%, 3.98%)</td>
</tr>
</tbody>
</table>

2.1.8 Neutron Time-Of-Flight Spectrometer

The neutrons scattered from the target sample were detected using the neutron TOF spectrometer facility at TUNL shown in Figs. 2.1 and 2.5. Four neutron detectors compromise the overall TOF system; two main detectors and two monitors. All detectors are liquid organic scintillators of NE-213 or NE-218 contained in cylindrical glass housing and coupled to photomultiplier tubes. All the scintillators provide good pulse-shape-discrimination (PSD) characteristics and fast signal response [How 84]. The two main detectors were located in the horizontal plane, defined by the detector axes and the beam axis, one to the right (called the Right-detector) and the other to the left (called the Left-detector) of the incident beam axis.

A very prominent feature of the Right and the Left detectors is the large massive shields surrounding them. The shields weigh about 500 kg and contain a large amount of a mixture of paraffin loaded with lithium carbonate. Parts of the collimator and shielding near the detector are made of copper and lead. A schematic diagram of the detector's shielding and collimation is shown in Fig. 2.6. The front-portion of each shield consists of a doubly-truncated conical collimator that was designed to minimize the number of detected neutrons that did not scatter directly from the sample while permitting the entire detector to view the complete sample [Gla 74].

At the back of the detector, copper and polyethylene was added to reduce the background of neutrons scattered from the walls behind the detector. Tungsten shadow bars were used to shield the detector and the collimator from the direct neutron flux from the neutron source. Details of the shadow bars setting are described in [Bey 81]. A schematic diagram of the detectors shielding and collimation is shown in Fig. 2.6. The detector shields were mounted on carriages which allow changes in their radial position (longer or shorter neutron flight paths) and in their angular position (0$\degree$ to 160$\degree$).

Another main part of the system was a detector suspended from the ceiling called "ceiling monitor detector". The purpose of this detector was to provide monitoring of the direct neutron flux emitted from the gas cell to be used for the $(\sigma\beta)$ normalization. This detector viewed the neutron-source reaction (gas cell) from a distance of 1.8 m above the reaction plane and at an angle of about 50$\degree$. To shield this detector from neutrons scattered around the room, the detector was housed in a 50 kg copper cylinder with collimator inserts.

The fourth detector, called the zero-degree detector, was located along the axis of the incident deuteron beam and at a distance of about 4 m from the gas cell. The purpose of this detector was to monitor the direct neutron beam's time characteristics, i.e., pulse shape and width. During the course of
The TOF stop signal was derived from the pulse induced in a capacitive pick-off unit located in front of the gas cell. The pick-off unit is a tube of 6.4 cm in length and 1.9 cm in diameter.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Purpose</th>
<th>Position</th>
<th>Thickness (cm)</th>
<th>Diameter (cm)</th>
<th>Fl. Path (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right</td>
<td>Angular Yield</td>
<td>18° - 125°</td>
<td>5.08</td>
<td>8.88</td>
<td>2.50 - 3.90</td>
</tr>
<tr>
<td>Left</td>
<td>Angular Yield</td>
<td>18° - 155°</td>
<td>5.08</td>
<td>12.7</td>
<td>3.76 - 5.70</td>
</tr>
<tr>
<td>Ceiling</td>
<td>Flux Monitor</td>
<td>55°</td>
<td>5.1</td>
<td>5.1</td>
<td>fixed</td>
</tr>
<tr>
<td>Zero-deg</td>
<td>Timing</td>
<td>0°</td>
<td>5.1</td>
<td>5.1</td>
<td>fixed</td>
</tr>
</tbody>
</table>

**TOF Spectrometer**

![TOF Spectrometer Diagram]

**Figure 2.5.** Neutron TOF spectrometer at TUNL.

**Figure 2.6:** The Right and the Left detector shielding and collimation.
2.1.9 Electronics

The TOF electronics is based on two signals, the detector anode signal that is used as a start signal and the pick-off signal that is used as a stop signal. For the four detectors used in the TOF spectrometer, there were four sets of almost identical electronic modules designed to analyze and process the light output information from each scintillator. A block diagram of the electronics used in the measurement is shown in Fig. 2.7. The fast signal from the photomultiplier anode was brought to the control room via a 50-ohm low-loss cable and sent to three different branches in the circuit to process the signal. Each signal had to meet three requirements: 1) Energy bias: A bias level was set on the recoil pulse-height to reject low energy events. This was achieved by amplifying the signal and feeding it to a single-channel analyzer (AMP-SCA). The SCA was operated in a mode that produced a logic signal (gate) whenever an input pulse had an amplitude greater than the bias level. This level was set at 1/2 of the maximum height of the Compton recoil edge produced by the 0.662 MeV γ-rays from $^{137}$Cs, as shown in Fig. 2.8. This bias, called "$1 \times C_3$ bias", corresponds to the light output of a proton having an energy of about 1.6 MeV. The SCA-bias gate was sent to a universal coincidence module.

2) Pulse shape discrimination: The PSD was used to discriminate against pulses due to γ-rays, therefore reducing the background in the TOF spectra. The principle of this discrimination is based on the differences in the time profile of the light produced in the scintillator for γ-rays and neutrons. In the scintillator, the γ-rays interact with the atomic electrons (low-ionizing electrons), while the neutrons interact via n-p scattering (high-ionizing protons). Electrons and protons produce light flashes in the scintillator with two different decay responses (the light produced by electrons has a shorter decay time than that from protons).

![Figure 2.7. Block diagram of the electronics used in the $\sigma(\theta)$ measurement.](image-url)
In order to apply the required discrimination, the incoming anode signal was fed to two modules: the constant-fraction discriminator (CFD) and the pulse-shape discriminator (PSD). The signal coming out the PSD was triggered by the trailing edge of the pulse while the signal coming out the CFD was triggered by the leading edge. These two output-signals were used to start and stop the time-to-amplitude converter (TAC)$_{PSD}$ which produces an output voltage proportional to the time difference between the two signals. Thus the (TAC)$_{PSD}$ spectrum has two distinct peaks corresponding to $\gamma$-rays events and neutron events. The neutron events were selected by setting a broad window on the neutron peak using the SCA of the (TAC)$_{PSD}$, which produced a gate whenever an event fell within this window. The gate was then sent to the universal coincidence to be used in coincidence with the energy bias requirement mentioned above. The PSD requirement for the neutron events was set before the start of the experiment using an Am-Be radioactive neutron source. The Am-Be source was used instead of the neutron beam because it provides a clean spectrum with less $\gamma$-rays than the spectrum from the beam scattered from the sample.

3) TOF measurement: In the time-of-flight electronics a pulse whose amplitude is proportional to the time interval between two reference pulses is produced to indicate the relative times of occurrence of the events. The first reference was a start signal, coming from the CFD which was triggered by the detector anode signal, and the second was a stop signal produced by the capacitive beam pick-off. The two signals were used to start and stop, respectively, a time-to-amplitude converter (TAC)$_{TOF}$ operated with a 200-ns range. The pick-off signal was derived from the time the deuteron beam pulse arrived at the gas cell. This pick-off signal was amplified, fed into a discriminator and then delayed to arrive at the (TAC)$_{TOF}$, after the start signal. The reason for choosing the neutron detector signal to be the start signal rather than the pick-off signal, was to reduce false signals (signals that do not produce valid neutron-events in the detectors) from starting the TAC and causing it to be busy. The pick-off pulse rate was 2.5 MHz in the $\alpha(8)$ measurements and 5 MHz in the $\Lambda T(8)$ measurements and would have locked up the TAC if it was used as the start signal. Thus the (TAC)$_{TOF}$ produced an output which had a voltage proportional to the time of flight of the detected neutron or $\gamma$-ray. This output was then shaped by a linear gate and stretcher.

The (TAC)$_{TOF}$ linear signal from the linear gate and stretcher was gated by the logic output of the universal coincidence and then sent to an analog-to-digital converter (ADC). The gates were counted using scalers. The ADC and computer dead time was monitored by calculating the ratio of the number of gates to the number of events. No corrections were needed for the electronics dead time because it was very small.
2.1.10 Data Acquisition

Once the signals for valid neutron events were processed by the electronics and digitized by the ADCs, the resulting digital information was sent to the TUNL VAX 11/780 computer for data analysis and storage. In the later stages of the present work, the mainframe was replaced by a 3200-micro VAX workstation. The hardware used as interface between the ADCs, scalers and the VAX was based on CAMAC crates controlled by a Microprogrammed Branch Driver (MBD-11). A more thorough description of the data acquisition hardware at TUNL is given by King et al. [K1n 81] and Roberson et al. [Rob 81]. The new micro Vax system was designed and installed by N.R. Roberson, C.R. Howell and S.B. Edwards of Duke University and TUNL.

The software system XSYS used to control the data acquisition and analysis was originally developed at TUNL [Gou 81]. The system XSYS is a set of general purpose commands available to all experimenters at TUNL. In addition, packages of routines written in Digital Equipment's Command Language (DCL) and FORTRAN were written specifically for the a(0) measurement. These routines were combined into an on-line data acquisition software package for the neutron time-of-flight measurement called NTOF and into an off-line data analysis software package called NTOFOFF.

The a(0) for $^{28}$Si and $^{32}$S were measured at incident neutron energies of 15.5 and 19.0 MeV. The TOF spectra were accumulated with the left and right detectors from 120° to 160° in 4° step intervals. These spectra are 1024 channel wide and each channel corresponds to 0.18 ns. For each element and at each scattering angle, two spectra from both detectors were taken in "sample-in" and "sample-out" configurations. When one of the silicon or sulfur samples was in front of the neutron beam, the condition is called "sample-in"; the "sample-out" configuration is when the sample was removed and the bare wire (identical to the one holding the sample) was in place of the sample. To minimize the effect of any sample misalignment relative to the neutron beam axis, which gives an incorrect scattering angle, the forward-angle measurements were taken simultaneously with both left and right detectors at the same scattering angle but on opposite sides of the
neutron beam axis. In the final data presentation, the measurements at a
given angle were averaged to minimize the errors resulting from
uncertainties in the detector angular position.

In addition to the silicon and sulfur samples, polyethylene and a $^{12}$C
scatterer were used to measure the yield for neutron scattering from
hydrogen for absolute normalization purposes. These measurements were
taken at different times during the angular distribution measurement,
usually at the beginning, middle and end of an angular distribution
measurement. The angles where these measurements were carried out
were chosen to give maximum resolution of the hydrogen peak from the
peaks due to elastic and inelastic scattering of carbon [Gus 82]. The angles
were $\theta \sim 27^\circ$ for 15.5 MeV and $25^\circ$ for the 19 MeV. All of these data were
taken concurrently with the measurements of M. M. Nagadi who
investigated neutron scattering from $^{27}$Al and $^{59}$Co. It was more efficient and
more convenient to combine these efforts, since time is lost when the
detector-angle positions are changed. In addition, the same sample-out
configurations could be used for all 4 samples, thus reducing the running
time considerably. Altogether, the $s(0)$ and $A_y(0)$ experiments took about 56
24-hr shifts of beam. The data accumulation was divided into eight 7-day
runs.

At each angle, the neutron flux was monitored by the ceiling detector
and the associated spectra were stored in data areas for yield normalization.
Similarly, the zero-degree monitor was used to monitor the time
characteristics of the beam pulses. The data were accumulated with an
average statistical uncertainty of 3%, and with a time resolution of about 2
ns (FWHM). Some of the characteristics and parameters of the experiment
are listed in Table 2.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam Intensity</td>
<td>2.4 μA</td>
<td>Chopper Frequency</td>
<td>2.5 MHz</td>
</tr>
<tr>
<td>FWHM</td>
<td>2 ns</td>
<td>Terminal Voltages</td>
<td>6 &amp; 8 MV</td>
</tr>
<tr>
<td>Gas Pressure</td>
<td>7.8 atm</td>
<td>Energy Spreads</td>
<td>160, 251 keV</td>
</tr>
</tbody>
</table>

2.2 Data Analysis

The process of extracting the valid neutron events from the neutron
time-of-flight spectra plays a crucial role in obtaining correct cross-section
values. In order to insure correct normalization of the measured TOF
spectra and to investigate the systematics of the measurement, several tests
were conducted to inspect any drifts or variations in the timing and flux
monitor spectra. All data analyses were performed using a software package
called NTTOOFF operating under the TUNL SYSTEMS.

The following sections describe the steps carried out to derive elastic
differential cross sections from the measured TOF spectra for $^{28}$Si(n,n) and
$^{32}$S(n,n). Three steps are involved in this process: peak stripping and
background determination, data normalization, and the finite-geometry
corrections.

2.2.1 Neutron-Yield Extraction

The neutron yield was extracted at each scattering angle for the
left and the right detectors by first generating a TOF 'difference' spectrum
that was obtained by subtracting the properly normalized sample-out
spectrum from the sample-in spectrum. The sample-out spectrum was
scaled by the ratio of the counts of the neutron-flux monitor for the sample-
in and sample-out condition.

The neutron-flux monitor yields were obtained by summing the
neutron events inside a selected monitor window after subtracting an
underlying background. Fig. 2.9 shows a sample of a TOF neutron-flux
monitor spectrum. The monitor window was set on the peak of
neutrons coming directly from the $^2$H(d,n)$^3$He reaction in the gas cell. In
choosing this window, two conditions were imposed: i) the window should
be narrow to reduce the uncertainty associated with fitting the underlying
background shown in Fig. 2.9, and ii) to choose the window to be wide
enough to avoid steep slopes on the peak in order to minimize the effect on
the monitor yield due to small shifts in timing. To detect any shift in
timing, the centroid of the peak in the monitor spectrum was monitored.
throughout the peak-stripping process for the entire angular distribution measurement. If necessary, the monitor window was shifted a channel or two to compensate for small time drifts. Tests were made to study the sensitivity of the monitor yield to the particular choice of the left-edge of the monitor window. All these tests revealed that the monitor yields were not sensitive to the choice of the left-side of the monitor peak as long as the width of the windows was unchanged. After the monitor window was chosen, several tests were conducted to estimate the level of background lying under the neutron peak by fitting the regions to either side of the peak of interest with a least-square fitting routine. In Fig. 2.9 the solid vertical lines show the monitor window, and the two windows, defined by the dashed vertical lines, were used for determining the background. In order to keep the same normalization for the entire angular distribution, the width of the background windows as well as the width of the monitor window were not changed. Then, the yields of the monitor spectra for the sample-in ($Y_{\text{in}}^{\text{mon}}$) and the sample-out ($Y_{\text{out}}^{\text{mon}}$) were determined by summing all neutron events inside the monitor window and above the background.

The scaling of the sample-out spectrum to the sample-in spectrum was done by multiplying the sample-out spectrum by the ratio of the "monitor-in" counts and the "monitor-out" counts. A difference spectrum for each sample was then generated by subtracting the normalized sample-out spectrum from the associated sample-in spectrum.

Similarly, a difference spectrum for hydrogen was generated from the polyethylene and the carbon spectra. Since the carbon scatterer contains the same number of carbon nuclei as the polyethylene scatterer (CH$_2$), the difference spectrum for hydrogen was calculated by subtracting the normalized carbon spectrum (used as an 'out' spectrum) from the polyethylene spectrum (used as an 'in' spectrum). Fig. 2.10 shows an example of a sample-in, a scaled sample-out and a difference spectrum for $^{28}$Si.

The difference spectrum exhibits a small residual background which is associated with the presence of the sample. This background was adequately described by a linear function in the region of the elastic peak. When choosing the window for summing the events in the peak, care was taken to include all good neutron events (see Fig. 2.10 b). The neutron yield per monitor events ($Y_{\text{m}}$) was calculated in the difference spectrum by summing the events inside the peak window and above the residual background, and dividing by the "monitor in" yield ($Y_{\text{in}}^{\text{mon}}$). That is:

$$Y_{\text{m}}(E) = \frac{1}{Y_{\text{in}}^{\text{mon}}} \left( Y_{\text{diff}} - B_{\text{diff}} \right)$$  \hspace{1cm} (2-1)

where $Y_{\text{diff}}$ are the events inside the peak window in the difference spectrum,

and $B_{\text{diff}}$ is the residual background in the difference spectrum.

![Graph showing neutron-peak monitor spectrum obtained by the ceiling detector at a neutron energy of 15.5 MeV.](image)

Figure 2.9. Neutron-flux monitor spectrum obtained by the ceiling detector at a neutron energy of 15.5 MeV.
2.2.2 Data Normalization

The neutron yields extracted by the above method were normalized to obtain an absolute differential cross sections. During the angular distribution measurement, usually at the beginning, middle and end of the individual distributions, a polyethylene and a $^{12}$C scatterer were used to measure the yield for neutron scattering from hydrogen. A certain normalization angle was chosen for each incident neutron energy distribution to give maximum resolution of the hydrogen peak from the inelastic of carbon [Gus 82]. The angles were $\theta = 27^\circ$ for 15.5 MeV and $25^\circ$ for the 19 MeV. The TOF difference spectrum for the hydrogen nuclei was generated from the polyethylene and $^{12}$C scatterers as explained in Sect. 2.2.1.

At the normalization angle $\theta_H$, the yields of neutrons scattered from the $^{28}$Si and the $^{32}$S samples at the lab scattering angle $\theta_f$, were compared to the yields for neutrons scattered from hydrogen nuclei. The measured differential cross section $\sigma(\theta_f, E_n)$ at the lab angle $\theta_f$ and neutron energy $E_n$ was normalized using the equation:

$$\sigma(\theta_f, E_n) = \frac{Y_S(\theta_f)}{Y_H(\theta_f)} \frac{N_H}{N_S} \frac{1}{f(\theta_f, E_n)} \sigma_H(\theta_f, E_n)$$

where $Y_S(\theta_f)$ is the yield per monitor for the sample, and $Y_H(\theta_f)$ is the yield per monitor for hydrogen obtained from the difference spectrum of the normalization measurement at lab angle $\theta_H$. The ratio $N_H/N_S$ is the number of hydrogen nuclei in the polyethylene sample divided by the number of nuclei in the scattering sample. The $\sigma_H(\theta_f, E_n)$ is the well-known n-p scattering cross section at the energy $E_n$ and angle $\theta_H$ [Hopkins and Breit 1971]. The $f(\theta_f, E_n)$ is a correction factor which accounts for the relative detector efficiency and for attenuation, finite-geometry, and multiple-scattering effects applied to the hydrogen yield. The calculation of these correction factors were obtained from the Monte-Carlo computer code EFFIGY15 which is discussed in detail in Sect. 2.2.3. Briefly, the correction for the hydrogen was performed as follows:

Figure 2.10. (a) The sample-in and the sample-out TOF spectra for $^{28}$Si at $\theta_f = 66^\circ$ for $E_n = 15.5$ MeV.

(b) The difference spectrum. The vertical lines indicate the window used for summing the yield.
The code was run in its two-nuclei mode to generate a TOF spectrum for the polyethylene scatterer, using a library containing the total cross sections and differential elastic cross sections for both hydrogen and carbon as well as inelastic cross sections for carbon. From the carbon scatterer, a TOF spectrum was generated to be used as an 'out' spectrum. The difference spectrum was then calculated by subtracting the carbon spectrum (out spectrum) from the polyethylene spectrum, since the carbon scatterer contains the same number of carbon nuclei as the polyethylene scatterer. Finally, the yield was determined by setting a window in the difference spectrum around the hydrogen peak in the simulated spectrum. From the ratio of the known cross section (the library value) to the calculated yield, the correction factors $F(\theta_{in}, E_n)$ were deduced. The correction factors for hydrogen at $E_n = 15.5$ MeV and 19.0 MeV were 1.205 and 1.224, respectively.

The uncertainties accompanying the data normalization step are listed in Table 2-5.

<table>
<thead>
<tr>
<th>Table 2-5</th>
<th>Sources of Uncertainties for $\sigma(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SOURCE</strong></td>
<td><strong>VALUE</strong></td>
</tr>
<tr>
<td><strong>A. Relative Uncertainties</strong></td>
<td></td>
</tr>
<tr>
<td>1. Counting Statistics and Background</td>
<td>1.5 - 6 %</td>
</tr>
<tr>
<td>2. Relative Detector Efficiency</td>
<td>2.5 %</td>
</tr>
<tr>
<td>3. Multiple-scattering Correction*</td>
<td>0.8 - 1 %</td>
</tr>
<tr>
<td><strong>B. Normalization Uncertainties</strong></td>
<td></td>
</tr>
<tr>
<td>1. n-p Cross Section</td>
<td>0.7 - 1.2 %</td>
</tr>
<tr>
<td>2. Hydrogen Yield</td>
<td>0.5 - 1 %</td>
</tr>
<tr>
<td>3. Polyethylene Correction Factor</td>
<td>2.2 %</td>
</tr>
<tr>
<td>4. The ratio $N_{H}/N_{C}$ of number of nuclei</td>
<td>0.8 - 1 %</td>
</tr>
</tbody>
</table>

*Does not include error enhancement from subtracting multiple-scattering events.

2.2.3 Finite-Geometry Correction

In the theoretical definition of $\sigma(\theta)$ and $A_{\gamma}(\theta)$, it is assumed that neutrons scatter from a point target and are detected by a point detector. However, the experiment requires that the neutron source, the target and the detector are all of finite dimension. Fig. 2.11 compares the geometrical configuration of the ideal scattering situation and the real experiment.

The finite-geometry compromises are required to compensate for the low counting rate due to the following basic reasons. a) Neutron experiments are a "double-scattering process". Neutrons that are first produced by a source reaction are scattered from a target before their detection, which involves a second scattering process. Such experiments usually are low count-rate experiments. b) The need for a pulsed beam for the TOF experiments. When the DC beam generated by the ion-source is pulsed, a good fraction of the beam is lost (about 40% for the $A_{\gamma}(\theta)$ experiments and 80% in the $\sigma(\theta)$ measurements). This was particularly harmful in the $A_{\gamma}(\theta)$ measurement where the beam from the ion-source is the limiting factor in the time spent to measure the data.) c) The energy resolution requirements for TOF experiments. The TOF technique seeks better energy resolution which is proportional to the neutron flight path: the longer the sample-detector distance, the better TOF energy resolution. This longer flight path leads to a lower counting rate because the counting rate is inversely proportional to the square of the sample-detector distance. d) The neutrons are detected indirectly as a recoil proton and their detection depends on nuclear cross sections which in turns require large-volume detectors to compensate for the low detection efficiency.

The above finite-geometry compromises produce finite-geometry effects which require corrections to the experimental data. The relatively large size of the scattering sample leads the incoming neutron flux to be attenuated in the sample. The attenuation of the neutron flux in the sample causes the effective center of the sample to be slightly shifted towards the neutron source (due to the high illumination of that side). This makes the effective scattering angle smaller than the apparent scattering angle measured in the laboratory. The scatterer, which was located at 11.4
cm from the center of the gas cell, subtended an angle of $\Delta \theta = 5.9^\circ$ in the reaction; it was crucial to accurately determine the mean scattering angle by properly accounting for the variation of $\sigma(\theta)$ across the face of the scatterer. Moreover, the relatively large size of the detector subtends a finite solid angle; the total angular spread seen at the detector is about $1.3^\circ$.

In addition to attenuation effects, the finite size of the sample causes neutrons to be scattered several times within the sample before exiting. This multiple scattering causes neutrons that are originally headed towards the detector to be scattered into another direction, i.e., a loss of counts, and the multiple scattering causes neutrons that were scattered in another direction to be scattered a second or third time into the direction of the detector.

All the above effects require the observed differential cross-section and analyzing power data to be corrected for finite geometry, multiple scattering and flux attenuation.

For the differential cross-section data, these finite geometry corrections were calculated using the code EFFIGY15, a Monte Carlo simulation of the experiment using an iterative procedure. The process starts by assuming the experimental data as a trial point-geometry library of cross sections. Then the code is run, which folds in the effects of multiple scattering and finite geometry. If the trial guess leads to a computed $\sigma(\theta)$ different from that observed, then the difference between the two is employed to adjust the point-geometry $\sigma(\theta)$ library and the next iteration is performed.

![Figure 2.11 Geometrical configuration of (A) the ideal scattering and (B) a doubly-scattered neutron observed in the real experiment.](image-url)
The simulation requires a library of total and differential cross sections at the energies needed for the calculation. In addition, it requires an input file containing the parameters of the experimental setup; these include the experimental geometries, detector efficiency, and information about the neutron production differential cross section and mass density of the sample. The simulation was done by keeping track of the orders of scattering within the sample (single, double and triple) with sufficient neutron histories. The sufficient number of neutron histories was achieved when the uncertainties in the correction factors computed from the simulated yields are much less than the experimental uncertainties (about 15% of the experimental uncertainties). An example of EFFIGY15's simulation for the relative yields for the different orders of scattering from the $^{28}\text{Si}$ sample is shown in Fig. 2.11. The angular distribution observed in the laboratory would correspond to the sum of these three contributions.

Next, windows were selected in the simulated time-of-flight spectra in a similar manner as the experimental windows were set. The code, then sums the events inside those windows and calculates the cross sections. Once the cross sections from the simulation are calculated, the code used them with the values generated from the current cross-section library to generate the correction factors. These correction factors are then applied to the experimental data at each angle to obtain the corrected values for the differential cross sections.

After each iteration, the code makes comparisons between the calculated and the experimental cross sections to check if convergence is achieved. If not, the cross-section library is updated with the new corrected values and the code begins a new iteration. The code continues this process until the iteration process reach convergence within a set percentage.

EFFIGY15 also calculates the mean neutron energy at which the experiment was performed. Figs 2.13 and 2.14 show the final data in the c.m. system for $^{32}\text{S}$ and $^{28}\text{Si}$, respectively, after all the corrections were applied, along with the uncorrected data. The multiple-scattering effect is prominent in the valleys of the cross section, where it tends to fill in the valleys in the minima. The angle shifts due to averaging over the angular resolution of the sample and the detector were less than 1°, except at the steep slopes of the distribution were it reached up to 2.3°. The flux attenuation of neutrons, which causes the experimental yield to be low, is the dominant correction for the data. It added up to 16% in $^{28}\text{Si}$, and about 15% in $^{32}\text{S}$. The uncertainties in the data due to the multiple-scattering corrections (as listed in Table 2-5) ranges between 0.8 and 1%.
Figure 2.13. The final corrected data in the c.m. system for $^{32}$S at 15.43 MeV compared to the uncorrected data.

Figure 2.14. The final corrected data in the c.m. system for $^{28}$Si at 18.90 MeV compared to the uncorrected data.
2.2.4 Data Presentation

After all of the above corrections were applied, the data were described in the center-of-mass system with Legendre polynomials expanded in the following form:

$$\sigma(\theta, E) = \sum_{l=0}^{N} a_l(E) \cdot P_l (\cos \theta)$$  \hspace{1cm} (2-3)

The $a_l(E)$ are the Legendre polynomial expansion coefficients. The fits were carried out using the TUNL code MACRO. The order of the polynomial fit was chosen to be a compromise of the following three criteria:

a. **Minimum chi-square**, which is defined as

$$\chi^2 = \sum_{i=1}^{N} \frac{1}{\Delta \sigma_{\text{exp}}(\theta_i)} \left[ \sigma_{\text{fit}}(\theta_i) - \sigma_{\text{exp}}(\theta_i) \right]^2$$  \hspace{1cm} (2-4)

Here $\sigma_{\text{fit}}(\theta_i)$ and $\sigma_{\text{exp}}(\theta_i)$ are the calculated (fit) and the experimental cross sections, respectively, the $\Delta \sigma_{\text{exp}}$ is the error associated with $\sigma_{\text{exp}}(\theta_i)$, and $N$ is the number of data points.

b. **Wick’s limit**: The elastic scattering cross section at zero degree must be consistent with Wick’s inequality [Hod 71] (i.e., $\sigma(\theta = 0^\circ)$ should be greater than or equal to Wick’s limit $\sigma_{\text{W}}(E)$) as in the following relation:

$$\sigma(0^\circ, E) \geq \sigma_{\text{W}}(E) = \frac{k}{4\pi} \sigma_T(E)^2$$  \hspace{1cm} (2-5)

Here $\sigma_T(E)$ is the total cross section, and $k$ is the center-of-mass wave number.

c. **Observed fit**: An eye judgment was used to establish best fits to the data especially at the large backward angles ($\theta > 160^\circ$) where there were no data. To assist in this criterion, it was necessary to insert into the data set (for the purpose of Eq. 2-3 calculations) a fictitious data point at $\theta = 175^\circ$. The value chosen was taken from an (global) optical-model calculation and a large error was assigned to it. Without this approach, the polynomial fit would often give unphysical results beyond about $170^\circ$.

The elastic cross sections for $^{28}\text{Si}$ and $^{32}\text{S}$ with the corresponding Legendre polynomial representations at the mean neutron energies of $15.44$ and $18.90$ MeV are shown in Figs. 2.15 and 2.16, respectively. The Legendre polynomial expansion coefficients for all representations are tabulated in appendices A-1 and A-2.

![Figure 2.15. Elastic neutron scattering from $^{28}\text{Si}$ at mean neutron energies of 15.44 and 18.90 MeV. Curves are Legendre polynomial fits, dots are the experimental data. The Wick’s limit is indicated at $\theta = 0^\circ$ by × for each curve.](image)
Figure 2.16. Elastic neutron scattering from $^{32}$S at mean neutron energies of 15.43 and 18.90 MeV. Curves are Legendre polynomial fits, dots are the experimental data. The Wick's limit is indicated at $\theta=0^\circ$ by $\times$ for each curve.
3.1 Polarization Observables

3.1.1 Introduction

There is an excellent facility at TUNL to measure polarization observables in nuclear reactions. Part of this project focuses on the measurements of the analyzing power for neutrons scattered from $^{28}$Si and $^{32}$S. The necessary beam of polarized neutrons is obtained via the polarization transfer $^2$H($d,p)^3$He reaction. In the following sections we give a discussion of definitions involved in describing polarization phenomena and the related polarization formalism. Also, the difference between conducting measurements of the polarization of a beam of particles and the analyzing power is described. However, it is important to define first the coordinate system used for the description of the polarization $P(\theta)$ and the analyzing power $A_T(\theta)$. For a comprehensive discussion of polarization phenomena and formalism, one should consult Haeberli [Hae 74] and Olsen [Ohl 72].

3.1.2 The Madison Convention

In the present discussion the Madison-convention coordinate system shown in Fig. 3.1 is assumed [Hae 74] for the description of the polarization and the analyzing powers. This system is defined to be a right-handed coordinate system with the x-axis in the direction of the incident beam momentum, $k_{in}$. The positive y-axis is defined by $k_{in} \times k_{out}$ where $k_{out}$ is along the momentum of the outgoing particle. The spin quantization (or symmetry) axis $\zeta$ is defined by the polar angle $\beta$ and the azimuthal angle $\phi$. The angle $\beta$ is measured between $k_{in}$ and the quantization axis $\zeta$, with $0 \leq \beta \leq \pi$. The angle $\phi$ is measured between y-axis and the projection of $\zeta$ onto the x-y plane, with $0 \leq \phi \leq 2\pi$. For the measurement of the $A_T(\theta)$ in this project, the direction of the spin quantization axis $\zeta$ is set by the Wien Filter (see Sect. 3.2.3) such that $\beta = 90^\circ$ and $\phi = 0^\circ$ (i.e., the direction of $\zeta$ is along the y-axis).

![Figure 3.1. The coordinate system specifies the spin quantization axis $\zeta$ and the angles $\beta$ and $\phi$.](image)

3.1.3 Definitions and Formalism for the Beam Polarization

The polarization state of a beam composed of particles of spin $S$ can be completely described by $(2S + 1)$ parameters [Hae 74]. The polarization parameters are certain expectation values of the spin operator $\vec{S}$ averaged over all particles in the beam. For deuterons (spin-1 particle), two types of polarization parameters are usually defined: the vector and the tensor beam moments. In Cartesian notation, these are:

\[ P_i = \frac{1}{2}(S_i + S_i) \]

\[ P_{ij} = \frac{1}{2}(S_i S_j + S_j S_i) - \delta_{ij} j = x, y, z \] (3-1)

\[ P_{ij} = 2 \left( \langle S_i S_j + S_j S_i \rangle - 2 \delta_{ij} j = x, y, z \right) \] (3-2)
The polarized beam that is produced in the ion source has an axis of symmetry of the spin system \( \zeta \) about the z-axis. The z-axis is along the quantization axis defined by the direction of the source's magnetic field. Any axially symmetric polarization state can be represented by an incoherent mixture (see Fig. 3.2) of particles \( N_+ \) with spin along \( +\zeta \), particles \( N_- \) with spin along \( -\zeta \), and particles \( N_0 \) with the spins uniformly distributed in a plane perpendicular to the z-axis.

\[ N_0 \]

\[ + \zeta \]

\[ - \zeta \]

\[ N_+ \]

\[ N_- \]

\[ \zeta \]

Figure 3.2. Schematic representation of an axially symmetric spin-1 system.

This axial symmetry property of the polarized beam reduces the polarization beam moments (of Eqs. 3-1 and 3-2) to only two moments [Hae 74], namely \( P_\zeta \) and \( P_{\zeta^2} \), where:

\[ P_\zeta = N_+ - N_- \]  
\[ P_{\zeta^2} = 1 - 3N_0 \]

Furthermore, the polarization \( P_\zeta \) and \( P_{\zeta^2} \) can be related to the coordinate system (Fig. 3.1) in terms of the angles \( \beta \) and \( \phi \). Only the vector polarization \( P_\zeta \) was measured in this project. The following is the expression for the vector components of \( P_\zeta \) (assuming the quantization axis is along the z-axis as an axis of symmetry):

\[ P_x = \pm |P_\zeta| \sin\beta \sin\phi \]  
\[ P_y = |P_\zeta| \sin\beta \cos\phi \]  
\[ P_z = |P_\zeta| \cos\beta \]

Similar expressions for the tensor moments can be found in [Ohi 72] or [Hae 74].

The availability of polarized ion sources makes it easy to study many polarization aspects. One of these aspects is the analyzing power \( A_\Lambda(\theta) \). To understand \( A_\Lambda(\theta) \), we first need to talk about the cross section when the incident beam is polarized. The cross section for a reaction produced by a polarized beam is different from the cross section for unpolarized beam. The relative change in cross section, when the incident beam is polarized, is related to the analyzing power. Fig. 3.3 shows the relationship between the cross section and the analyzing power [Hae 73].

\[ \Delta(\theta) = \frac{\sigma_i - \sigma_f}{\sigma_i + \sigma_f} \]

Figure 3.3. The relationship between the cross section and the analyzing power (lower curve), assuming 10% shift in angular scale between the \( \sigma(\theta) \) for an incident beam polarized in the spin up direction and \( \sigma(\theta) \) for spin down [Hae 73].
3.1.4 Analyzing power

If one can describe the incident polarized incident beam in a frame of reference, as in Fig. 5.1, where its z-axis is along the projectile momentum direction and the y-axis is along the normal to the reaction plane defined by \( \hat{k}_{ex} \times \hat{k}_{out} \). Then the general form of the cross section for a polarized deuteron beam, is given by [Dar 71]:

\[
\sigma(\theta) = \sigma_0(\theta) \left[ 1 + \frac{3}{2} P_\gamma A_y(\theta) \sin \beta \cos \phi + \frac{1}{4} P_\gamma A_{yy}(\theta) \left( 2 \cos^2 \beta - 1 \right) \right]
\]

\[
- \frac{P_\gamma}{2} A_{xx}(\theta) \sin \beta \cos \phi \sin \phi - \frac{1}{4} P_\gamma \left( A_{xx}(\theta) - A_{yy}(\theta) \right) \sin^2 \beta \cos 2\phi
\]

where \( \sigma_0(\theta) \) is the cross section for unpolarized beam, and \( P_\gamma \) and \( P_\gamma \) are the vector and the tensor polarization moments of the beam. The \( A_y(\theta) \) is the vector analyzing powers. The \( A_{xx}(\theta) \), \( A_{yy}(\theta) \), and \( A_{xy}(\theta), A_{yx}(\theta) \) are the tensor analyzing powers. Using a pair of symmetric-angle detectors (Left and Right of the beam axis), one can define the two spin directions:

1) Spin up (\( \beta = 90^\circ \) and \( \phi = 0^\circ \)), where the incident beam quantization axis is along the positive y-axis, then Eq. 3-8 reduces to:

\[
\sigma_{Lu}(\theta) = \sigma_0(\theta) \left[ 1 + \frac{3}{2} P_\gamma A_y(\theta) + \frac{1}{2} P_\gamma A_{yy}(\theta) \right] \]

\[
\sigma_{Ru}(\theta) = \sigma_0(\theta) \left[ 1 - \frac{3}{2} P_\gamma A_y(\theta) + \frac{1}{2} P_\gamma A_{yy}(\theta) \right] \]

(3-9)

(3-10)

\( \sigma_{Lu} \) and \( \sigma_{Ru} \) are the cross sections measured by the left and right detectors for the spin-up direction. The change in sign in the second term of Eq. 3-10 is due to the reverse in sign of the vector analyzing power in going from the left side of the \( \hat{k}_{ex} \) direction to the right (i.e., \( \sigma(\theta) \) distribution shifts in opposite directions for the two symmetric angles). Solving Eq. 3-9 and 3-10 for \( A_y(\theta) \) gives:

\[
A_y(\theta) = \frac{1}{P_\gamma} \left( \sigma_{Lu}(\theta) - \sigma_{Ru}(\theta) \right)
\]

(3-11)

2) Spin Down (\( \beta = -90^\circ \) and \( \phi = 0^\circ \)), where the incident beam quantization axis is along the negative y-axis, then Eq. 3-8 reduces to:

\[
\sigma_{Ld}(\theta) = \sigma_0(\theta) \left[ 1 - \frac{3}{2} P_\gamma A_y(\theta) + \frac{1}{2} P_\gamma A_{yy}(\theta) \right] \]

\[
\sigma_{Rd}(\theta) = \sigma_0(\theta) \left[ 1 + \frac{3}{2} P_\gamma A_y(\theta) + \frac{1}{2} P_\gamma A_{yy}(\theta) \right] \]

(3-12)

(3-13)

\( \sigma_{Ld} \) and \( \sigma_{Rd} \) are the cross sections measured by the left and right detectors for the spin-down direction. The change in sign in the second term of Eq. 3-12 is due to the reverse in sign of the vector analyzing power of the beam. Then solving Eq. 3-12 and 3-13 for \( A_y(\theta) \) gives:

\[
A_y(\theta) = \frac{1}{P_\gamma} \left( \frac{\sigma_{Ld}(\theta) - \sigma_{Rd}(\theta)}{\sigma_{Ld}(\theta) + \sigma_{Rd}(\theta)} \right)
\]

(3-14)

A detector actually measures counts or yield (not \( \sigma(\theta) \)) which is proportional to the differential cross section as:

\[
Y = K \sigma(\theta) = (\eta n t \cos \phi) \sigma(\theta)
\]

(3-15)

where \( \eta \) is the detector efficiency, \( n \) is the incident flux, \( n \) is the target density, \( t \) is the time counted and \( \cos \phi \) is the detector solid angle.

The efficiency and the solid angle are not the same for the two detectors. Hence, from Eq. 3-15, \( K_{Lu} \neq K_{Ru} \). Therefore, using two detectors with one spin direction will introduce numbers of instrumental asymmetries. However, these instrumental asymmetries can be eliminated by combining the \( A_y(\theta) \) from the spin-up and spin-down directions using two symmetric detectors. The result of such a combination gives the optimum method of measuring the vector analyzing power. This method is called the "two-detectors spin-flip" method. The expression for \( A_y(\theta) \) from Eq. 3-11 and 3-14 and using the yield as in Eq. 3-15 gives:

\[
A_y(\theta) = \frac{1}{P_\gamma} \left( \frac{L_u R_d - 1}{L_d R_u} \right)
\]

(3-16)

where \( L_u \) and \( L_d \) are the spin-up and spin-down yields for the Left detector, and \( R_u \) and \( R_d \) are the spin-up and spin-down yields for the Right detector. Using a short notation,

\[
\alpha = \frac{L_u}{L_d R_u}
\]

(3-17)

\[
\epsilon(\theta) = \frac{\alpha - 1}{\alpha + 1}
\]

(3-18)

where \( \alpha \) is the effective left-right ratio and \( \epsilon(\theta) \) is the scattering asymmetry,

\[
A_y(\theta) = \frac{1}{P_\gamma} \left( \frac{\alpha - 1}{\alpha + 1} \right) = \frac{1}{P_\gamma} \epsilon(\theta)
\]

(3-19)
3.1.5 Beam Polarization and Analyzing Power Measurement

The relationship given by Eq. 3-19, provides an important tool for measuring the beam polarization or the vector analyzing power. In both cases the observed quantity is the scattering asymmetry, $\varepsilon(\theta)$.

In the analyzing power measurement, we want to determine the effect of the polarization of the incident beam on the scattering cross section, knowing the beam polarization, $P_\perp$. Then by measuring the scattering asymmetry, $\varepsilon(\theta)$, and using Eq. 3-17, $A_\varepsilon(\theta)$ can be determined.

For the beam polarization measurement, a nuclear reaction of a precisely known analyzing power must be used. If we assume, $X(\bar{a},b)Y$ is the nuclear reaction used, with $X$ representing the calibrated scatterer nucleus, $A_Y$ the accurately known analyzing power, and $\bar{a}$ is the polarized incident particle, then we can measure the polarization of the polarized incident particle, $P_a$. First, we measure the effect of the polarization of the incident particle (of unknown polarization) on the scattering cross section of $X$ at a selected angle. Once the $\varepsilon(\theta)$ is measured, then by using Eq. 3-19 in the form $P_\perp(\theta) = \frac{\varepsilon(\theta)}{A_Y}$, one can calculate the beam polarization (see Sect. 3.3.2). One can relate $P_a$ to $P_\perp$ through the particular transfer reaction utilized from the ion source.

3.2 Experimental Equipment and Techniques

3.2.1 Introduction

The $^{28}\text{Si}(n,n_0)$ and $^{32}\text{S}(n,n_0)$ measurements of the analyzing power $A_\varepsilon(\theta)$ at an incident neutron energy of 15.5 MeV, were conducted using the neutron TOF facility described in Chap. 2. The main difference between the differential cross sections and the analyzing power measurements is that the latter utilizes a polarized beam to induce the neutron-generating reaction. The new Atomic Beam Polarized Ion Source (ABPIS) at TUNL was used to produce a continuous (DC) beam of polarized deuterons of 50 keV energy. This DC beam was pulsed and bunched and then accelerated by the tandem Van de Graaff. The beam was transported to the same NTOF target area that was used earlier for the $\sigma(\theta)$ measurement. The 15.5 MeV polarized neutrons were produced at $\theta=0^\circ$ via the polarization transfer $^2\text{H}(\bar{a},\pi)^3\text{He}$ reaction [Lis 75]. The polarized neutrons were scattered from the same silicon and sulfur samples previously used in the $\sigma(\theta)$ measurement. The scattered neutrons were detected by the two detectors (the right and the left) positioned symmetrically about the beam axis. The flight paths for the right and the left detectors were 3.26 m and 3.82 m, respectively. Some of the characteristics and parameters of the experiment are listed in Table 3-1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam Current</td>
<td>450 nA</td>
<td>Repetition Rate</td>
<td>5 MHz</td>
</tr>
<tr>
<td>FWHM</td>
<td>2 ns</td>
<td>Gas Pressure</td>
<td>7.8 bar</td>
</tr>
<tr>
<td>Beam Polarization</td>
<td>61 %</td>
<td>Neutron Polarization</td>
<td>54 %</td>
</tr>
</tbody>
</table>
3.2.2 Beam Polarization and its Production

The polarized deuteron beam was produced using an atomic beam polarized ion source which utilizes the Stern-Gerlach separation of atoms with given electronic spin projection. What follows next is a brief description of the population of the hyperfine substates of the deuterium atoms in their ground states in an external magnetic field.

The deuterium atom has a nucleus with a spin of \( \frac{1}{2} \), and an electron with a spin of \( \frac{1}{2} \). Therefore, in a magnetic field, the nucleus spin can align its magnetic moment in one of three possibilities (\( m_I = -1, 0, \) and \( +1 \)), while the electron spins has two ways for alignment (\( m_e = \pm 1/2 \)). So, the projection of the total angular momentum produces six possible hyperfine states with different atomic energy levels. These hyperfine states are labeled \( 1, 2, ..., 5, 6 \) in the energy level diagram of deuterium shown in Fig. 3.4.

![Deuterium Energy Level Diagram](image)

**Figure 3.4.** The hyperfine splitting of deuterium as a function of applied B-field strength.

The aim of the polarization process is to select certain hyperfine substates to produce a desired polarization. In the first stage of the polarization process, the beam is passed through a sextupole magnet which provides an inhomogeneous magnetic field. The field of the sextupole magnet, which increases linearly with the radial distance from the beam axis, exerts a restoring force on the atoms focusing those with spin projection \( m_I = +1/2 \) and defocusing those with \( m_I = -1/2 \). The focusing of atoms with \( m_I = +1/2 \), is due to the opposite alignment of the electron magnetic moment with the field which cause them to move toward the lower magnetic field to minimize their energy, thus forcing them to pass axially through the magnet center. Atoms with \( m_I = -1/2 \) experience a corresponding force. It causes them to move away from the axis of the magnet. As a result, the three upper states with \( m_I = +1/2 \) (labeled 1, 2 and 3 in Fig. 3.4) are focused toward the axis of the beam, while the three lower states with \( m_I = -1/2 \) (labeled 4, 5 and 6) are deflected away from the beam axis. After the first sextupole magnet, the beam with hyperfine states 1, 2 and 3 is fully polarized in electronic spin.

In the second step, the electron polarization of the beam is converted into nuclear polarization. This is accomplished by causing the atoms to perform resonant transitions between substates of opposite \( m_I \). This may require a second sextupole magnet (to remove newly populated \( m_I = -1/2 \) substates) and more transitions until all remaining substates have the same \( m_I \). Thus, a polarized beam is produced.

3.2.3 The Polarized Ion Source (ABFIS)

The TUNL Atomic Beam Polarized Ion Source (ABFIS) is a low temperature ion source. It has basically four sections; (1) dissociator, (2) sextupole separation magnets, (3) transition units and (4) ionizer [Cleg 89]. A schematic diagram of the TUNL ABFIS is shown in Fig. 3.5.

The dissociator mainly consist of a 1 cm-diameter Pyrex tube. Deuterium-gas molecules entering the tube are dissociated by an RF discharge. Atomic recombination is minimized by bringing the deuterium gas in thermal contact with a cooled copper nozzle. The nozzle is kept at 30 K and coated with high purity nitrogen gas to minimize recombination of atoms into molecules. The gas coming out of the nozzle has a highly
directional velocity with supersonic characteristics. The center part of the jet is directed through a collimator or a "skimmer" placed 21 mm away from the nozzle.

Next, the atomic beam is passed through a system of two sextupole magnets and a set of transition units to obtain the desired beam polarization. In the first sextupole magnet the atomic beam with the states \(1, 2\) and \(3\) with \(m_j = 1/2\) are selected, while others with \(m_j = -1/2\) are deflected away from the magnet axis.

The nuclear polarization is then induced using two successive sextupole magnets and a set of transition units. Fig. 3.6 shows the selection of the magnetic substates through the source. The electron-polarized atomic beam enters a strong field (85G) transition unit (called SF1) where the transition \(3 \rightarrow 5\) is induced. The resulting beam is composed of states \(1, 2\) with \(m_j = 1/2\) and state \(3\) with \(m_j = -1/2\). A second sextupole magnets follows, where the state \(5\) is removed out of the beam leaving only \(1\) and \(2\) with \(m_j = 1\) and \(m_j = 0\) respectively. Next, depending on the spin direction required, an additional transition unit is used.

The \(A_y(0)\) measurements require the production of the vector beam polarization \(P_2\) with theoretical maximum of \(P_2 = +1\) for spin-up measurement, and \(P_2 = -1\) for the spin-down measurement. This was achieved by using a combination of the following RF transition units. To obtain \(P_2 = +1\) which make spin-up, another strong transition unit (called SF2) is used to induce the transition \(2 \rightarrow 6\). The resulting beam is fully polarized in state \(m_j = 1\). For spin-down (\(P_2 = -1\), a weak transition unit (called WF2) uses a 5G field to make the transition \(1 \rightarrow 4\). This gives a fully polarized beam in state \(m_j = -1\). The beam then enter the ECR ionizer section.

The ionization of the polarized beam takes place in the plasma region of the electron-cyclotron-resonance (ECR) ionizer. The plasma is created in the ionizer from high purity nitrogen gas and is confined axially by mirror coils and radially by an axially symmetric field of a sextupole magnet. In the plasma region, electrons are stripped from their neutral atoms producing positive charged ions. A negative biased plate is used to extract the positive beam out of the ionizer region. The positively charged beam is focused through a series of electrostatic lenses. Finally, the beam is converted to a negative ion beam by passing through a cesium vapor in the cesium oven. Here two electrons are picked up through charge exchange. The polarized negative beam is accelerated to 26 keV after which it passes through a Wien Filter where the spin quantization axis is rotated to the desired orientation. An additional acceleration of up to 50 keV, is applied to the beam before being transported to the tandem accelerator.
3.2.4 Spin Orientation and The Wien Filter

In the polarization experiments, it is important to align the spin quantization axis so that the spin of the polarized beam arrives at the reaction plane with the proper direction. This is achieved by a device called Wien Filter located after the ABFIS source.

The Wien Filter has magnetic and electric fields which are mutually perpendicular, and both at right angles with respect to the incident beam direction. Both fields can be varied in magnitude and orientation. The magnetic field is used to precess the spin of the particle, while the electric field is used to maintain the beam axis along the initial direction.

The coordinate system shown in Fig. 3.1 specifies the spin quantization axis and the reaction plane. The beam exits from the source with the quantization axis aligned at $\beta = 0^\circ$ and $\phi = 0^\circ$. In order to measure the $A_\beta(\theta)$, as explained in Sect. 3.1.4, by utilizing the two spin directions, up and down, the quantization axis should be aligned initially at $\beta = 90^\circ$ and $\phi = 0^\circ$.

As has been mentioned above, the substates $m_1 = \pm 1$ were selected by the SF2 transition unit while the WF2 transition unit produce the substates $m_2 = \pm 1$. Then switching between SF2 and WF2 gives the spin-up and spin-down direction, respectively. But during the course of the $A_\beta(\theta)$ measurement, the performance of the WF2 transition unit became poor (low polarization in spin down case), which led us to use only the SF2 unit and to flip the spin to the down direction by periodically rotating the Wien Filter through $\beta = -90^\circ$. Although this method turned out to be tedious and took more time, it ensured the same magnitude of the polarization for both spin directions.

3.2.5 Beam Polarization Measurement Using $^{12}$C($\bar{n},n_0$) reaction

The neutron beam polarization was determined by measuring the asymmetry from the $^{12}$C($\bar{n},n_0$) reaction at $\theta_{lab} = 50^\circ$. Tornow et al [Tor 87] have measured the analyzing power of this reaction at $E_n = 15.5$ MeV with a 5% accuracy, using the same neutron source reaction $^2$H($\bar{d},d$)$^3$He reaction. Approximately every 8 h during the experiment, the two neutron detectors were positioned at $\theta = 50^\circ$, and the carbon scatterer was placed in the sample-in position. The carbon sample is the same sample mentioned in Sect. 2.1.7.

With the two detectors, data were taken for four configurations; with the sample in and out for both spin directions (up and down). Before utilizing the relation Eq. 3.17 between the scattering asymmetry, beam polarization and analyzing power, the measured scattering asymmetry must be corrected for finite geometry (see Sect. 3.3.2).

3.2.6 Data Acquisition

The data acquisition system used for the analyzing power measurements is similar to that used for $\sigma(\theta)$ measurements. The software PTOF was used on-line for data acquisition. The data was accumulated following the two detector spin-flip method. In this method both detectors were positioned at the same angle on both sides of the beam axis and the spin direction of the vector polarization of the incident neutron beam was periodically flipped up and down. This method eliminates most sources of instrument induced asymmetries. Four PTOF spectra for valid neutron events were accumulated in four 512 channel ADC's in two configurations. First, spectra were obtained at each angle from the right and the left detectors with the scattering sample in place (sample-in configuration) and then with the sample out of the neutron beam (sample-out configuration).

The neutron flux was monitored indirectly by measuring the deuteron beam current with a beam-current integrator (BCI) which gives the amount of charge deposited in the gas cell by the beam. The BCI gives one digital pulse per fixed amount of deposited charge. These pulses were counted by a scalar and stored in the computer.
3.3 DATA ANALYSIS

For each spin-direction of the incident polarized deuteron beam, the Polarized Neutron Time-Of-Flight (PNTOF) spectra were accumulated for the sample-in and the sample-out cases for the right and the left detectors. The two detectors were positioned symmetrically about the beam axis at a scattering angle $\theta$. A “difference” spectra was generated for each detector and for each spin-direction. These spectra are the source of obtaining a single value of $A_y(\theta)$.

The analyzing power function as defined in Eq. 3-19 relating the scattering asymmetry $e(\theta)$, and the neutron beam polarization $P_{\|}$. The scattering asymmetry was determined at each angle from the four yields of Eq. 3-17. These yields were combined utilizing the “two-detector spin-flip” method as explained in Sect. 3.2.6. The advantage of this method is that most of the instrumental asymmetries are eliminated such as the relative efficiencies of the two detectors and the BCI for the two spins. Then using Eq. 3-18, the scattering asymmetry can be determined. Once the incident beam polarization $P_{\|}$ is calculated from the calibrated analyzing power of $^{12}\text{C}(\bar{d},n_0)$ reaction (see Sect. 3-3.2), the analyzing power $A_y(\theta)$ can be obtained through Eq. 3-19.

3.3.1 Neutron Yield Extraction

In order to discuss the determination of the scattering asymmetry, it is necessary to discuss the method of spectra reduction and background determination. A data analysis package called PTOFOFF similar to NTOFOFF was used in the data analysis. The steps followed to extract the neutron yield were carried out in the following order:

i) Difference spectra: In the analyzing power measurement there exist sample-uncorrelated counts (sometimes called “room background”). These events were caused by the scattering of neutrons from the experimental apparatus (i.e., floor, walls, detector shields, etc.) and the air in the vicinity of the sample. To eliminate most of these sample-uncorrelated counts appearing in the spectrum, a difference (DIFF) spectrum was generated for spin-up and spin-down, for each detector. The DIFF spectra were calculated by subtracting the sample-in (OUT) spectrum from the corresponding sample-in (IN) spectrum after scaling the OUT spectrum with the ratio of the total BCI charge collected on the beam stop during the IN and the OUT runs:

$$\text{DIFF} = \text{IN} - \text{OUT} \times \frac{\text{BCI}_{\text{IN}}}{\text{BCI}_{\text{OUT}}}$$

where (BCI)$_{\text{IN}}$ is the sample-IN integrated beam current and (BCI)$_{\text{OUT}}$ is the sample-OUT integrated beam current.

ii) Background determination: Although most of the apparent background in the four spectra is accounted for by the sample-out measurement, some unwanted sample-correlated background counts remained in the DIFF spectra. These background counts are caused by neutrons which scatter from the sample and then scatter from various objects (such as the shadow bars and the collimator) on the their way to the detectors. The background level in the regions alongside the peak of interest needs to be examined to approximate these counts. In order to determine the best way to approximate the level of these counts, some tests were conducted to examine this non-subtracting background. A set of windows was chosen for the elastic peak in the UP and DOWN spectra accumulated by each detector. In setting these windows two things were considered: First, because windows in both the UP and the DOWN spectra are the same, it was helpful to superimpose the two spectra to determine a suitable location for identifying a suitable background region. Within statistical uncertainties the background had the same level for both the spin-up and the spin-down spectra and could be approximated adequately by a linear function. Also, no evidence of a polarized background was found. Second, narrow windows were used to define the counts in the peak of interest; this allows one to improve statistical uncertainties in neutron scattering yields by enhancing the signal-to-noise ratio.

Figs. 3.7 and 3.8 show time-of-flight DIFF spectra from the polarized neutron measurements for $^{28}\text{Si}$ at $\theta_{\text{lab}}=66^\circ$ for spin-up and spin-down,
respectively. The windows used for defining the elastic peak and the background are indicated in the figure.

**iii) Yield & Asymmetry Calculation:** After the determination of the background, three sets of windows were set on each side of the elastic peak at 10%, 20%, and 50% of the full peak height. For each case a yield was generated for the right detector spin-up ($R_d$), right detector spin-down ($R_d$), left detector spin-up ($L_d$), and the left detector spin-down ($L_d$). The yields were calculated by summing the counts in the channels within the peak windows and above the background curves. To ensure the proper background assignment and to avoid any contaminants from unresolved states near the peak, all the three yields were examined but only the 20% yield was used in the calculation.

![Figure 3.7](image1.png)

**Figure 3.7.** The time-of-flight DIFF spectrum for the scattering of 15.5 MeV polarized neutron from $^{28}$Si for spin-up at $\theta_{lab}=66^\circ$. The two solid lines indicate the window used for summing the yield, while the dashed lines indicate the estimated background. Note the offset for zero counts.

![Figure 3.8](image2.png)

**Figure 3.8.** The time-of-flight DIFF spectrum for the scattering of 15.5 MeV polarized neutron from $^{28}$Si for spin-down at $\theta_{lab}=66^\circ$. The two solid lines indicate the window used for summing the yield, while the dashed lines indicate the estimated background. Note the offset for zero counts.
3.3.2 Beam Polarization Calculation

As mentioned in Sect. 3.2.5, the neutron beam polarization \( P_n \) was determined using the \(^{12}\text{C}(\text{He},\text{n})\) reaction. From the DIFF spectra of all the \(^{12}\text{C} \) runs, the scattering asymmetry at \( \theta = 50^\circ \) was determined. The measured scattering asymmetry gave the experimental scattering asymmetry with finite geometry \( e_\chi(\theta) \). In order to use Eq. 3-19, the experimental analyzing power for finite geometry \( A_\chi(\theta) \) must be calculated. This was done utilizing the code JANE with the exact experimental conditions in order to simulate the experiment. This method yields the required analyzing power as will be explained in Sect. 3.3.4. The average neutron beam polarization was determined to be 54%. We assign a 3% absolute uncertainty to this value. The uncertainty originated mainly in the uncertainty in the \(^{12}\text{C} \) analyzing power as determined by Tornow et al. [Tor 87].

3.3.3 Finite Geometry Corrections

As discussed in Sect. 2.3.3, it is necessary for the analyzing power data to be corrected for the effects of finite geometry, flux attenuation, and multiple scattering. These corrections were calculated for the analyzing power measurements using a Monte-Carlo simulation code JANE. A full description of the code can be found in [Woy 81] and [Hon 83]. The final correction to the \( A_Y(\theta) \) data is calculated using an iterative method. The ultimate aim of JANE is to determine the analyzing power for single scattering for point geometry at a mean scattering angle \( \theta_{\text{c.m.}} \).

Before using JANE, a scattering library was constructed for \(^{28}\text{Si} \) scattering and \(^{52}\text{Si} \) scattering separately. Each library consisted of differential cross section, analyzing power and total cross section at several energies within the full energy range available to the scattered neutrons. The data used in each library were obtained from [How 84, Tai 82]. Included in this library, as a first approximation to the \( A_Y(\theta) \) library, was the experimental (raw) \( A_Y(\theta) \) which needed to be corrected. After each iteration, the \( A_Y(\theta) \) library was updated by fitting the newly corrected \( A_Y(\theta) \) data with an associated Legendre polynomial using the code MACRO and then update the library with the coefficients of the associated Legendre polynomial expansion. In addition to the library, details of the experiments must be supplied to JANE as input. These details include the incident deuteron energy, gas cell pressure, detector flight path and the dimension of the gas cell, sample and detector.

The uncorrected analyzing power obtained in the measurement is a weighted average of the single and the multiple scattering and is related as:

\[
A_T = p^S A^S + p^M A^M, \tag{3-21}
\]

\[
F = A^S(\theta_T) - A^F(\theta_T), \tag{3-22}
\]

where

\( A^T, A^S, A^M \) are the analyzing power for total, single, and multiple scattering, respectively.

\( p^S, p^M \) are the probabilities of single and multiple scattering in the sample, respectively.

\( A^S, A^F \) are the single-scattering analyzing powers for point geometry and for finite geometry, respectively, and

\( F \) is the finite geometry correction.

The correction process of JANE is based on the Monte Carlo technique. Using the experimental geometries, JANE simulates the experiment by randomly generating numbers of "neutron histories". A neutron history is a set of locations with one location in the gas cell, one or two locations in the sample and a location in the detector. The code JANE traced 10,000 single-scattering histories and 25,500 multiple-scattering histories. This amount provides an even distribution of scattering events in all three volumes. This is done by randomly generating numbers of "neutron histories". A neutron history is a set of locations with one location in the gas cell, one or two locations in the sample and a location in the detector. The code JANE traced 1000 single-scattering histories and 6,500 multiple-scattering histories. This amount provides an even distribution
of scattering events in all three volumes. From these neutron histories and for each scattering angle, simulated TOF spectra for both detectors are generated for spin up and spin down, for single and multiple scattering. The code then uses these spectra to calculate $A^r$, $P^S$, $P^W$ and $F$.

The uncorrected experimental data along with the quantities calculated in JANE are input to another program CORE (a program associated with JANE). Using Eqs. 3-21 and 3-22, CORE calculate the first estimate for the single scattering analyzing powers. To improve the estimation, the corrected single scattering data is used to update the analyzing power library. A second iteration of JANE was performed and then the new corrected data is compared to the corrected data from the previous iteration. If agreement within 1% was found then convergence is achieved and the point-geometry, single-scattering data has been obtained. If the values disagree by more than 1%, another iteration of the code was needed, starting with a new update to the library data from the last iteration. For both correction of $^{28}$Si and $^{32}$S data, three iterations of JANE were performed. However, two iterations were sufficient to achieve the 1% convergence criterion.

Figs. 3.9 and 3.10 show the experimental uncorrected data and the final corrected values for $^{28}$Si and $^{32}$S, respectively, at the mean neutron energy of 15.5 MeV. The uncorrected and the corrected values for $^{28}$Si and $^{32}$S are listed in appendices A-5 and A-6, respectively. Typically, the effect of the multiple scattering is to lower the magnitude of the analyzing power from the single-scattering value. The largest corrections are in the region of the $\sigma(\theta)$ minima. These large corrections are also reflected in the large angle shift between the central value in the lab and the determined mean scattering angle for point scattering and the increase of the uncertainties applied to the data.

![Figure 3.9](image.png)  
Figure 3.9. The $A_y(\theta)$ data for elastic neutron scattering from $^{28}$Si at 15.5 MeV. The open circles (○) are the corrected data, while the ×'s are the values before the finite geometry corrections.
Special attention was given to the correction at the first minimum (near 40°) of the A(θ) for $^{32}$S at $^{28}$Si. This was done in order to study the influence of variations in the library on the final extracted A(θ) values at this sharp-structure region. When the finite-geometry corrections are applied to the experimental data, the structure is enhanced because the finite geometry in the experiment causes the structure of the A(θ) to smooth out. The sensitivity of the corrections for the data points at $\theta_{lab} = 38^\circ$ and $41^\circ$ were examined by creating two unphysical libraries for A(θ). In the first library, library-A, the value at $38^\circ$ was increased by 25% and the value at $41^\circ$ was decreased by the same percentage. For the second library, library-B, the value at $38^\circ$ was decreased by 25%, and the value at $41^\circ$ was increased by the same percentage. These modifications to the library are shown in Fig. 3.11 with the associated Legendre polynomial fits of the corresponding two libraries. The final iteration of the code JANE was repeated for each library case with the corresponding updated library. The results of the calculations would prove how much the final values shift with the changes in the library. It was found that the changes to the resulting analyzing power data, were within 2% of the final quoted values in appendix A-5.

The uncertainties in the A(θ) data are summarized in Table 3-2. In both the $^{28}$Si and $^{32}$S cases, the data have relative uncertainties ranging between 2% (at forward angles) and 7% (near the minimum of the $\sigma(\theta)$). These relative uncertainties include statistical errors from sample yields and the background subtraction, and errors from the finite geometry corrections from the JANE simulation. There were two normalization (or scale) uncertainties. The first was due to the uncertainties in the determination of the deuteron beam polarization and it was about 2%. A second scale uncertainty (5%) was assigned to the analyzing power of the $^{12}$C(n, n) reaction that was used to determine the neutron beam polarization. Error bars listed with the data in appendices A-5 and A-6, and shown in the figures include the relative uncertainties only. In a future experiment it will be possible to reduce the uncertainty in the $^{12}$C(n, n) analyzing power and then to specify more accurately the scale factor.
Table 3-2 Summary of sources of Uncertainties for $A_Y$ measurement.

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Relative Uncertainties</strong></td>
<td></td>
</tr>
<tr>
<td>Yield and Background subtraction</td>
<td>2.7 %</td>
</tr>
<tr>
<td>Finite Geometry Correction</td>
<td>1 %</td>
</tr>
<tr>
<td><strong>B. Normalization Uncertainties</strong></td>
<td></td>
</tr>
<tr>
<td>Deuteron Beam Polarization</td>
<td>2 %</td>
</tr>
<tr>
<td>The $A_Y$ of $^{12}$C (analyzing reaction)</td>
<td>5 %</td>
</tr>
</tbody>
</table>

Figure 3.11. The two libraries (Fit A and Fit B) used to examine the sensitivity of the finite geometry corrections for the $A_Y(\theta)$ values near the minimum at 40°. The symbols indicate the values used to generate the polynomial fits.
3.3.4 Presentation of the Data

The fit to the $A_y(\theta)$ data followed the conventional method of first multiplying the $A_y$ values by $\sigma(\theta)$. As discussed in Sect. 2.1.5, the product $A_y(\theta) \cdot \sigma(\theta)$ can be expressed as an associated Legendre polynomial expansion of the following form:

$$A_y(\theta) \cdot \sigma(\theta) = \sum_{l=1}^{n} b_l \cdot P_l(\cos \theta),$$  \hspace{1cm} (3-22)

where the $b_l$ are the coefficients of the associated Legendre polynomials.

The corrected analyzing power data for $^{28}\text{Si}$ and $^{32}\text{S}$ at a neutron energy 15.50 MeV are shown in Fig. 3.12 and Fig. 3.13, respectively. A tabulation of the data for $^{28}\text{Si}$ and $^{32}\text{S}$ along with the coefficients of the expansion is given in appendices A-5 and A-6, respectively. The $A_y(\theta)$ fits shown in the above figures were obtained first by fitting the associated Legendre polynomials to the product $A_y(\theta) \cdot \sigma(\theta)$ and then dividing the fit of the product by $\sigma(\theta)$ alone. The final values of $\sigma(\theta)$ of Sect. 2.2.4 were used in Eq. 3-20.
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Figure 3.12. The $A_y(\theta)$ data for elastic neutron scattering from $^{28}\text{Si}$ at 15.5 MeV. The curve is a fit derived from an associated Legendre polynomial fit to the product $A_y(\theta) \cdot \sigma(\theta)$ (see text).
Figure 3.13. The $A_y(\theta)$ data for elastic neutron scattering from $^{32}$S at 15.5 MeV. The curve is a fit derived from an associated Legendre polynomial fit to the product $A_y(\theta) \cdot \sigma(\theta)$ (see text).
4.1 Database

One of the main objectives of this project is to develop a valid neutron-nucleus optical-model parameterization for the $^{28}\text{Si}$ and $^{32}\text{S}$ nuclei capable of describing $\sigma(\theta)$, $A\gamma(\theta)$ and $\sigma_T$ in the positive-energy region (scattering region), as well as predicting the bound-state properties in the negative-energy region, commonly studied via the shell-model potential. Hence, it is necessary to have a fairly wide energy range of data in both regions (i.e., the positive and negative energy regions). In the positive-energy region, the data base consisted of $\sigma(\theta)$, $A\gamma(\theta)$ and $\sigma_T$ data from the present work and from other data experiments both at TUNL and other labs. The energy range for $\sigma(\theta)$ extended from 2 to 40 MeV, for $A\gamma(\theta)$ from 10 to 17 MeV and for $\sigma_T$ from 0.3 to 80 MeV. Tables 4.1 and 4.2 list the scattering data base used in developing the dispersive optical-model (OM) parameterization for $^{28}\text{Si}$ and $^{32}\text{S}$, respectively.

<table>
<thead>
<tr>
<th>$E_n$(MeV)</th>
<th>$\sigma(\theta)$</th>
<th>$A\gamma(\theta)$</th>
<th>$\sigma_T$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 — 50.0</td>
<td></td>
<td>$\checkmark$</td>
<td></td>
<td>[Kin 72]</td>
</tr>
<tr>
<td>0.5 — 32.0</td>
<td></td>
<td>$\checkmark$</td>
<td></td>
<td>[Cle 68]</td>
</tr>
<tr>
<td>1.7 — 6.0</td>
<td></td>
<td>$\checkmark$</td>
<td></td>
<td>[Koe 87]</td>
</tr>
<tr>
<td>2.0 — 81.0</td>
<td></td>
<td>$\checkmark$</td>
<td></td>
<td>[Lar 81]</td>
</tr>
<tr>
<td>2.3 — 15.0</td>
<td></td>
<td>$\checkmark$</td>
<td></td>
<td>[Fos 71]</td>
</tr>
<tr>
<td>1.95</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[Bre 64]</td>
</tr>
<tr>
<td>2.45, 2.85</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[Pet 60]</td>
</tr>
<tr>
<td>4.0, 6.0, 6.7</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[Dra 69]</td>
</tr>
<tr>
<td>4.8</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[Rom 61]</td>
</tr>
<tr>
<td>5.95</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[Mar 68]</td>
</tr>
<tr>
<td>8.0, 12.0</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[How 84]</td>
</tr>
<tr>
<td>10.0, 14.0, 17.0</td>
<td>$\checkmark$</td>
<td>$\checkmark$</td>
<td></td>
<td>[How 84]</td>
</tr>
<tr>
<td>11.0, 20.0, 26.0</td>
<td>$\checkmark$</td>
<td>$\checkmark$</td>
<td></td>
<td>[Tai 82]</td>
</tr>
<tr>
<td>14.8</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[BLR 87]</td>
</tr>
<tr>
<td>15.5</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>present work</td>
</tr>
<tr>
<td>19.0</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>present work</td>
</tr>
<tr>
<td>30.3, 40.0</td>
<td>$\checkmark$</td>
<td></td>
<td></td>
<td>[DeV 83]</td>
</tr>
</tbody>
</table>
Table 4.2. Database used to develop dispersive OM for n+^{32}S

<table>
<thead>
<tr>
<th>$E_n$(MeV)</th>
<th>$\alpha$(g)</th>
<th>$\delta$(T)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 – 3.55</td>
<td>√</td>
<td></td>
<td>[Fli 68]</td>
</tr>
<tr>
<td>0.5 – 32.0</td>
<td>√</td>
<td></td>
<td>[Cle 68]</td>
</tr>
<tr>
<td>2.3 – 15.0</td>
<td>√</td>
<td></td>
<td>[Fos 71]</td>
</tr>
<tr>
<td>3.0 – 5.0</td>
<td>√</td>
<td></td>
<td>[Tsu 63]</td>
</tr>
<tr>
<td>2.45, 2.85, 5.8</td>
<td>√</td>
<td></td>
<td>[Pet 60]</td>
</tr>
<tr>
<td>5.95</td>
<td>√</td>
<td></td>
<td>[Mar 68]</td>
</tr>
<tr>
<td>7.6</td>
<td>√</td>
<td></td>
<td>[Vie 81]</td>
</tr>
<tr>
<td>8.0, 12.0</td>
<td>√</td>
<td></td>
<td>[How 84]</td>
</tr>
<tr>
<td>10.0, 14.0, 17.0</td>
<td>√</td>
<td>√</td>
<td>[How 84]</td>
</tr>
<tr>
<td>11.0, 26.0</td>
<td>√</td>
<td></td>
<td>[Tai 82]</td>
</tr>
<tr>
<td>14.8</td>
<td>√</td>
<td></td>
<td>[BLC 82]</td>
</tr>
<tr>
<td>15.5</td>
<td>√</td>
<td></td>
<td>present work</td>
</tr>
<tr>
<td>19.0</td>
<td>√</td>
<td></td>
<td>present work</td>
</tr>
<tr>
<td>21.7</td>
<td>√</td>
<td></td>
<td>[Ala 86]</td>
</tr>
<tr>
<td>30.3, 40.3</td>
<td>√</td>
<td></td>
<td>[DeV 83]</td>
</tr>
</tbody>
</table>

For the negative-energy region, the empirical information needed are the neutron bound-state energies. These are the energies of the neutron single-particle and single-hole states. The information about the bound states is usually obtained from one-neutron transfer reactions; stripping reactions and pickup or knockout reactions. The stripping reactions are used to obtain the particle states while the pickup or knockout reactions are employed for the hole states. The method to construct the bound-state information for the nucleus of interest is explained in the following example. If a neutron is added (or taken out, creating a hole) to a nucleus with mass number $A$, a system $A+1$ (or $A-1$) is formed. Then, the ground state of the $(A+1)$-nucleon system can be viewed as the ground state of the nucleus $A$ with a neutron added to an excited state [Mah 91], thus forming single-particle states which are located above the Fermi energy. The energies of these particle states are equal to the Fermi energy ($E_F$) of the nucleus $A$ plus the associated separation energies. In a similar way, the $(A-1)$-nucleon system can be viewed as the ground state of the nucleus $A$ with a neutron taken out of an exited state to form single-hole states which are located below the Fermi energy. The energies of these hole states are equal to $E_F$ of $A$ minus the associated separation energies.

The Fermi energy is identified as the average of the separation energy of the $A$-nucleon system ($E_F$) and the separation energy of the $(A+1)$-nucleon system ($E_F^+$) [Mah 91].

$$E_F = \frac{1}{2} \left( E_F + E_F^+ \right) \quad (4-1)$$

In the case of $^{28}\text{Si}$ and $^{32}\text{S}$, the Fermi energies were calculated as the following:

For $^{28}\text{Si}$ \quad $E_F = \frac{1}{2} \left( ^{28}\text{Si} + ^{29}\text{Si} \right) = \frac{1}{2} \left( -7.177 + -8.474 \right) = -12.826 \text{ MeV} \quad (4-2)$

For $^{32}\text{S}$ \quad $E_F = \frac{1}{2} \left( ^{32}\text{S} + ^{33}\text{S} \right) = \frac{1}{2} \left( -15.088 + -6.643 \right) = -11.866 \text{ MeV} \quad (4-3)$
In addition to the bound-state energies, one can obtain single-particle and single-hole spectroscopic information from the reactions mentioned above. However, such information is easier to extract from $(e,e'p)$ measurements than from $(d,p)$ or $(p,d)$ reactions because the $(e,e')$ process is better understood (i.e., an EM interaction).

However, the extraction of bound-state information from experimental data is considerably more difficult than the fitting of data in the scattering region. In many cases the deformation of a nucleus such as $^{28}$Si or $^{32}$S causes the particle and hole states to be fragmented. This fragmentation leads to difficulties in determining the centroid energies of the states. Nevertheless, we used as much information from the literature as could be obtained from stripping reactions, pickup reactions and electron scattering. Table 4.3 lists the sources of the empirical information used in our bound-state studies for extending the OM into the negative energy region.

In some cases, the information available was only for proton bound states rather than neutron bound states. In such cases, the neutron separation energy for $^{28}$Si and $^{32}$S should be added to give the neutron particle or hole states. The neutron separation energy used for the $^{28}$Si data was 5.6 MeV and that for the $^{32}$S data was 6.2 MeV [Wid 86, ND 71].

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>Particle States</th>
<th>Hole States</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>$(e,e'p)$</td>
<td>Saclay [Fru 84]</td>
<td></td>
</tr>
<tr>
<td>$^{28}$Si($d,p$)$^{28}$Si</td>
<td></td>
<td>[Bol 84]</td>
<td></td>
</tr>
<tr>
<td>Sulfur</td>
<td>$(e,e'p)$</td>
<td>Saclay [Fru 84]</td>
<td></td>
</tr>
<tr>
<td>$^{32}$S($d,p$)$^{32}$S</td>
<td>$^{32}$S($d,p$)$^{32}$S</td>
<td>[Spi 85]</td>
<td></td>
</tr>
</tbody>
</table>

### 4.2 Compound-Nucleus Correction

#### 4.2.1 Introduction

The nuclear reactions can be classified either as compound-nucleus (CN) reactions or direct reactions. When an incident particle is absorbed by a target nucleus, a compound system is formed. In this compound system, the energy of the incident particle is shared with a number of nucleons in the system and the identity of the incident particle is lost. After a time $\sim 10^{-24}$ s long compared with the nuclear transit time $\sim 10^{-22}$ s, the compound nucleus decays into energetically allowed reaction channels. In general, the CN dominates in the low energy region (E < 3 MeV) and becomes negligible above 12 MeV.

The direct reactions, which are instantaneous processes, occur when the incident particle interacts with the target nucleus (primarily at the surface) in a very short time ($\sim 10^{-24}$ s). In direct processes, generally the interaction involves one or very few nucleons without forming a compound nuclear system.

The measured elastic differential cross sections $\sigma_{el}^{meas}$ can be considered as composed of two contributions [Sat 90]. One part $\sigma_{el}^{SF}$ is due to the direct interaction (sometimes called shape-elastic scattering) and the other contribution $\sigma_{el}^{CN}$ is due to the compound-nucleus reaction. These two contributions cannot be separated experimentally. However, the shape-elastic cross section can be determined from:

$$\sigma_{el}^{meas} = \sigma_{el}^{SF} + \sigma_{el}^{CN}$$

In the present work an OM is developed (see Chap. 5) to describe the $^{28}$Si($n,n_0$) and $^{32}$S($n,n_0$) differential cross sections in the energy range from 2 - 40 MeV. Since the OM can account only for the direct contribution, the CN contribution must be removed from the experimental data before developing the model. Eq. 4.4 is used to obtain $\sigma_{el}^{SF}$ for differential cross sections of $^{28}$Si and $^{32}$S.

What follows next is a brief discussion of the compound-nucleus reaction theory and the method that we followed to apply the CN corrections to the measured differential cross-section data.
4.2.2 Compound-Nucleus Cross Section

When a compound nucleus is formed, there are many possible channels (exit channels) through which the compound system can decay. The cross sections of these exit channels are, on the average, smoothly varying functions of the incident neutron energy [Sat 90]. Such smooth behavior suggests that the use of a statistical model to calculate these cross sections is appropriate. The statistical model used for compound nucleus formation was developed by Hauser and Feshbach [Hau 52].

We will next present a brief outline of the main concepts of the statistical model. For a lengthy discussion and derivation of the statistical model, the papers [Gol 63], [Hod 71] and [Mar 71] are recommended. In addition, Howell [How 84] gave an excellent summary of the CN formalism applied to neutron scattering of the Si and S nuclei.

The treatment of the CN in Hauser-Feshbach theory has three main characteristics or assumptions: (1) The absence of any correlation between the modes of formation and decay of the CN; this is called the "independence hypothesis". (2) The probability of formation must equal the sum of the decay probabilities for all exit channels. (3) The reciprocity relation holds in the CN reactions; i.e., time-reversal invariance holds.

Let the cross section for forming a compound nucleus N through an incident channel \( \alpha \) be represented by \( \sigma_\alpha \). Then, N decays through a particular exit channel \( \beta \). The reaction cross section for the process going from channel \( \alpha \rightarrow \beta \) channel is given by:

\[
\sigma_{\alpha \rightarrow \beta} = \sigma_\alpha F_\beta, \tag{4-5}
\]

where \( \sigma_\alpha \) is the cross section for forming the CN through channel \( \alpha \), and \( F_\beta \) is the probability that the CN will decay through channel \( \beta \). Under the time-reversal of the inverse reaction, the cross section from \( \beta \rightarrow \alpha \) is related to the one from \( \alpha \rightarrow \beta \) through a constant. The relationship is given by:

\[
\sigma_{\beta \rightarrow \alpha} = \left( \frac{\gamma_\beta}{\gamma_\alpha} \right)^2 \sigma_{\alpha \rightarrow \beta}. \tag{4-6}
\]

Rewriting Eq. 4-6 in terms of transmission coefficients \( T_\alpha \) and \( T_\beta \) and using the reciprocity relation \( T_\beta P_\alpha = T_\alpha P_\beta = \gamma \sum T_\gamma \), where the sum \( \sum T_\gamma \) is evaluated over all possible exit channels, yields:

\[
\sigma_{\alpha \rightarrow \beta} = \pi \lambda_\alpha \frac{\gamma \sum T_\gamma}{\gamma} T_\alpha T_\beta. \tag{4-7}
\]

Here \( \lambda \) is the reduced wavelength of the incident particle.

Eq. 4-7 is the simple form of the Hauser-Feshbach model. To be more exact a width fluctuation correction factor \( W_\alpha \beta \) was introduced [Mol 64] into Eq. 4-7. This factor is greater than unity for the elastic cross-section channel and less than unity for inelastic cross-section since the elastic cross section is enhanced relative to all other cross sections due to the correlation in the fluctuations in the widths of the entrance and exit channels [Gri 69]. The width-fluctuation correction factor has the form [Gru 77]:

\[
W_{\alpha \beta} = \left( \frac{T_\alpha T_\beta}{\gamma \sum T_\gamma} \right) \left( \frac{T_\alpha}{\gamma} \right) \left( \frac{T_\beta}{\gamma} \right). \tag{4-8}
\]
4.2.3 The CN Reactions for n + 28Si and n + 32S

The possible exit-channel reactions included in the calculation of the CN elastic cross section for 28Si and 32S are listed in Table 4.3.

Table 4.4. Decay scheme of the CN for the Silicon and Sulfur.

<table>
<thead>
<tr>
<th>Initial Channel</th>
<th>Comp. Nucleus</th>
<th>Exit Channel</th>
<th>Q-value</th>
<th>Ref. for OM parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>28Si + n</td>
<td>28Si + n</td>
<td>0.00</td>
<td>[How 84]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>28Si + p</td>
<td>-3.65</td>
<td>[Per 63A]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>27Al + d</td>
<td>-9.36</td>
<td>[Per 63B]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25Mg + a</td>
<td>-2.55</td>
<td>[Duh 68]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>29Si + γ</td>
<td>8.48</td>
<td>Default*</td>
<td></td>
</tr>
<tr>
<td>32S + n</td>
<td>32S + n</td>
<td>0.00</td>
<td>[How 84]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>31P + p</td>
<td>-1.04</td>
<td>[Per 63A]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>31P + d</td>
<td>-6.64</td>
<td>[Per 63B]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>29Si + a</td>
<td>1.53</td>
<td>[Duh 68]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30S + γ</td>
<td>8.07</td>
<td>Default*</td>
<td></td>
</tr>
</tbody>
</table>

* Default parameters are provided by the code HAUSER’s.

4.2.4 Method of Correction

The shape-elastic differential cross section is the difference between the experimental data and the CN contribution:

$$\sigma_{el}^{(0)}(\theta) = \sigma_{el}^{max}(\theta) - \sigma_{el}^{CN}(\theta) \tag{4-9}$$

The shape-elastic analyzing power is given as:

$$A_T^{el}(\theta) = \frac{\sigma_{el}^{max}(\theta)}{\sigma_{el}^{el}(\theta)} A_T^{max}(\theta) \tag{4-10}$$

In Eq. 4-10, there is no contribution from the CN analyzing power, because the spin information for the CN is averaged over all channels which cause the CN to lose its initial polarization. This makes $A_T^{CN}(\theta) = 0$.

The CN cross sections were calculated using the code HAUSER’s [Man.79]. The code can calculate the reaction differential cross section with a maximum of six reaction exit channels and with an incident energy up to 60 MeV. The Hauser-Feshbach theory relates the average CN cross section for a reaction to the transmission coefficients for all exit channels. To evaluate $\sigma_{el}^{CN}$ in Eq. 4-2, the transmission coefficients need to be calculated. These coefficients are usually obtained from the optical model calculation. The code gives the user the option to use default OM parameters included in the code or supply the parameters. For the present work, the references for the optical-model parameters used for each reaction channel are listed in Table 4.3.

In order to evaluate the sum of the transmission coefficients over all exit channels, a level density formula was used for modeling the continuum of exited states for excitation energies up to 10 MeV. To estimate the level density $\rho(E)$ at the excitation energy $E$, the constant-temperature approach was used

$$\rho(E) = \frac{1}{T} \exp \left( \frac{E - E_0}{T} \right) \tag{4-11}$$

where $T$ is the nuclear temperature, and $E_0$ is the pairing energy. The level-density parameters used in the calculation were obtained from Gilbert and Cameron [Gil.65].

In this work, the energy range of the scattering cross-section database was extended down to 2.45 MeV, as can be seen from Table 4.1. At such a low energy, the CN contribution is significant. Therefore, CN corrections must be applied to the measured cross sections in order to obtain data that can be used in the determination of the optical-model parameters. The above correction methods (Eqs. 4-9 and 4-10) for the CN contribution were applied to all data below 14 MeV.

Table 4.5. Level density parameters used for CN calculation

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>$E_0$ (MeV)</th>
<th>$T$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>28Si</td>
<td>3.20</td>
<td>2.09</td>
</tr>
<tr>
<td>28Al</td>
<td>0.70</td>
<td>1.5</td>
</tr>
<tr>
<td>27Al</td>
<td>-0.35</td>
<td>2.08</td>
</tr>
<tr>
<td>25Mg</td>
<td>-1.56</td>
<td>2.12</td>
</tr>
<tr>
<td>29Si</td>
<td>0.75</td>
<td>1.91</td>
</tr>
</tbody>
</table>
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The Nuclear Mean Fields of $^{28}\text{Si}$ and $^{32}\text{S}$

In this chapter we discuss the application of the DR and the optical model to derive the nuclear mean field for neutrons in $^{28}\text{Si}$ and $^{32}\text{S}$. The concept of the nuclear mean field is first explained, then the historical application of the DR and the formulation of the Dispersive Optical Model (DOM) are discussed. The results of the DOM analyses of n-$^{28}\text{Si}$ and n-$^{32}\text{S}$ are then presented.

5.1 Nuclear mean field

The one-body potential between a nucleon and a nucleus is a concept that has a central unifying role in the interpretation of much nuclear structure information and reaction properties. One can describe the neutron-nucleus interaction approximately by a complex mean field, composed of real ($\mathbf{V}$) and imaginary ($\mathbf{\Omega}$) parts

$$\mathbf{M}(r;E) = \mathbf{V}(r;E) + i\mathbf{\Omega}(r;E). \quad (5-1)$$

Here $r$ denotes the displacement from the nuclear center and $E$ denotes the neutron energy. For $E > 0$, $\mathbf{M}$ is called the optical-model potential and is used for the description of scattering cross sections. For $E < 0$, $\mathbf{V}$ is called the shell-model potential and is used to describe the single-particle and single-hole states.

It is worth mentioning that the nuclear mean field (NMF) is not an observable. It is just a theoretical concept introduced in the framework of the shell model and the optical model. The main purpose of introducing the NMF concept is to obtain some global properties of $\mathbf{V}(r;E)$ of the mean field from the phenomenological analyses of the experimental data. The approximate validity of the shell and optical models makes it possible to obtain these global properties [Mah 85].

Although the NMF varies smoothly as the neutron energy changes sign, its energy dependence is complicated in the region of the Fermi energy, which lies between the occupied and unoccupied single-particle states at negative energies (see Sect. 4.1). This behavior can be traced to the coupling between the elastic channel and inelastic channels, the latter of which is responsible for the existence of the imaginary part $\mathbf{\Omega}$ in the mean field [Mah 86]. (As in the analog with light waves, the imaginary part in the optical model is included to account for the flux removed from the elastic channel by non-elastic processes.) A connection between the real and the imaginary part can be obtained through the DR (see Eq. 5-5 and the description in Sect. 5.4).

The DR was derived from the basic concept of causality and from the analytical properties of the mean field. Mahaux et al. [Mah 86 A] presented a mathematical derivation of the DR. Edel, Ericson and Locher [Eri 70] discussed the validity of the DR from the causality principle.
5.2 Historical application of the DR

The DR has been known in physics for some time; it was first introduced by Kramers and Kronig [Kro 36] in the analysis of light scattered from an absorptive medium. But only in recent years have the experimental data for nucleon-nucleus scattering achieved the precision that enables them to be fully utilized. In this section a brief history is presented for some of the main applications of the DR in the field of the nuclear reactions. This presentation focuses on different applications, and is not intended to list all work that has been done in this growing field.

In 1967, Passtor [Pas 67] tried to determine how much the local-energy-dependent approximation is due to the true dispersive character of nuclear matter and how much is due to the hypothesis of locality. In his analysis, there was no distinction between neutron or proton data. Lipperheide and Schmidt in 1968 [Lip 68] used the DR to study the energy-dependence of the phenomenological OMP for proton scattering from $^{40}\text{Ca}$, $^{13}\text{C}$ and $^{58}\text{Ni}$. The first specific application of the DR to the analysis of the phenomenological OMP was carried out by Ahmad and Haider [Ahn 76]. They attempted to use the DR to calculate the surface-peaked component of the real potential in the scattering of protons from $^{40}\text{Ca}$. However, they did not include the dispersive volume contribution $\Delta V_V$ (which is defined and discussed in the next section).

The real boost of the DR utilization came after the work of Mahaux and Ngô in 1981 [Mah 81] [Mah 82], where they derived the integral subtracted form of the DR and applied it to their work on nuclear matter theory. The advantage of using the subtracted form is the convergence of the dispersion integral that can be achieved at higher energies. Since then, Mahaux and Sartor have done extensive work utilizing the DR to derive the properties of the nuclear mean field by extending the OMP to negative energy, predicting the bound states of $n+^{40}\text{Ca}$ and $n+^{208}\text{Pb}$ [Mah 86b] [Mah 87] [Mah 88] [Mah 89]. In a different study [Mah 86a], they applied the DR to investigate the threshold anomaly of the nucleus-nucleus potential. Smith et al. used the DR to study the energy-dependence of the real potential from neutron scattering from $^{93}\text{Nb}$ [Sni 86] and from $^{209}\text{Bi}$ [Law 87]. Another important and detailed analysis of the interaction of $n+^{208}\text{Pb}$ from -20 MeV to +155 MeV was done by Johnson, Horen and Mahaux [Joh 87] making full use of the DR to constrain the values of the OP parameters. Johnson et al., in another study [Joh 89] utilized the DR in the extrapolation of the dispersive optical model to the resonance region for neutrons on $^{86}\text{Kr}$. Another application of the DR came in the study of Satchler [Sat 87], where he showed that the DR is applicable to the study of the effective interaction for nuclear nonelastic scattering. Furthermore, the DR was applied in the analysis of the inelastic scattering of 5-11 MeV neutrons with the excitation of the 3+ state in $^{208}\text{Pb}$ in the work of Cheema and Finlay [Che 88]. Further support for the usefulness of the DR is provided by the analysis of analyzing powers of $n+^{40}\text{Ca}$ from 9.9 MeV to 16.9 MeV by Tornov and Delaroche [Del 88]. They improved the quality of fit by applying the DR in their analysis in place of the previously used inclusion of an absorptive spin-orbit term. The same authors utilized the DR approach to investigate the Coulomb correction term of the p-nucleus scattering at energies below 40 MeV [Toc 88]. They showed that DR provides a natural explanation for the observation of a surface contribution to $\Delta V_C$ at incident energies in the range they investigated.

The present study extends the range of the application of the DR to study the light nuclei (i.e., for $A < 40$). Further, this work intended to study the usefulness of the DOM approach for deformed nuclei.
5.3 Formulation of the dispersive optical model (DOM)

In the standard OMP analysis, the OM has been formulated in terms of the incident neutron energy \( E \). In other words, the zero of the energy scale corresponds to the neutron separation energy for the compound nucleus. In the DOM analysis, it is more useful to introduce a different energy, the Fermi energy \( E_F \). This choice is made because the mean field is continuous in energy with no special behavior at the neutron separation energy. In fact, Wang and Rapaport have shown in an empirical study of the influence of the symmetry potential on various nuclei, that a more consistent symmetry potential is obtained if the energy is measured relative to \( E_F \) [Wan 86]. Therefore, a shifted energy variable is introduced for formulating the DOM.

\[
\varepsilon = \Omega - E_F
\]

(5-2)

Then the Mean field of Eq. 5-1 can be written as

\[
\mathcal{M}(r; \varepsilon) = \mathcal{V}(r; \varepsilon) + i \mathcal{W}(r; \varepsilon)
\]

(5-3)

where \( \mathcal{V} \) and \( \mathcal{W} \) are the real and the imaginary parts of the mean field, respectively.

In the DOM the real part of the target nucleus is a sum of two components: the dominant one is the average mean field, known as "Hartree-Fock"; the other component is a dispersive contribution and is considered as a correction to the mean field. The real part is then:

\[
\mathcal{V}(r; \varepsilon) = \mathcal{V}_{HF}(r; \varepsilon) + \Delta \mathcal{V}(r; \varepsilon)
\]

(5-4)

The \( \mathcal{V}_{HF} \) is the "local equivalent" to the Hartree-Fock potential and the \( \Delta \mathcal{V} \) is the dispersive contribution. It is given by:

\[
\Delta \mathcal{V}(r; \varepsilon) = \frac{P}{n} \int_{-\infty}^{\varepsilon} \frac{\mathcal{M}(r; \varepsilon')} {\varepsilon' - \varepsilon} \, d\varepsilon'
\]

(5-5)

where \( P \) indicates the principal value.

The imaginary term \( \mathcal{W}(r; \varepsilon) \) consists of two components: the volume absorption \( \mathcal{W}_V \) and the surface absorption \( \mathcal{W}_S \). Hence, the dispersive term has two contributions: a dispersive volume contribution \( \Delta \mathcal{V}_V \) and a dispersive surface contribution \( \Delta \mathcal{V}_S \).

Therefore, the real part of the mean field is then the sum of three terms as:

\[
\mathcal{V}(r; \varepsilon) = \mathcal{V}_{HF}(r; \varepsilon) + \Delta \mathcal{V}(r; \varepsilon) + \Delta \mathcal{V}_S(r; \varepsilon)
\]

(5-6)

In the original treatment of the nuclear potential, the Hartree-Fock nuclear potential was non-local and independent of energy \( \mathcal{V}_{HF}(r; \varepsilon) \). The non-locality here refers to the idea that the potential at any point depends not just on that point in space but on the wave function in surrounding space. A non-local potential is not easy to characterize. It is therefore convenient to replace it by a "local equivalent" \( \mathcal{V}_{HF}(r; \varepsilon) \), but this procedure requires an energy dependence in the potential [Mah 85]. This local potential is equivalent to the non-local one in the sense that they yield the same scattering phase shifts and single-particle energies.

The energy dependence of the Hartree-Fock and dispersive terms differs considerably. The \( \mathcal{V}_{HF}(r; \varepsilon) \) comes as a result of replacing the non-local potential with the local equivalent and has smooth energy dependence. In contrast, the \( \Delta \mathcal{V}(r; \varepsilon) \), which comes from the behavior of the imaginary term through the DR, has a strong energy dependence, particularly near \( \varepsilon = 0 \).

In addition to the central component of the NME, Eq. 5-6 has to be supplemented by a spin-orbit term \( \mathcal{V}_{s.o.}(r; \varepsilon) \). This term arises from the two-body spin-orbit coupling of the nucleon-nucleon interaction. It is a surface-peaked potential and can be complex.

5.4 Parametrization of the terms of the mean field

In order to apply the DR, some assumptions need to be made. First, the \( \mathcal{V}(r; \varepsilon) \) is assumed to be symmetric with respect to the Fermi energy:

\[
\mathcal{V}(r; \varepsilon) = \mathcal{V}(r; -\varepsilon).
\]

(5-7)

As a consequence, the dispersive contributions are skew symmetric with respect to \( \varepsilon \), i.e. to \( \varepsilon = 0 \). Thus, at the Fermi energy (where \( \mathcal{V}(r; 0) = 0 \)) the real mean field becomes identical to the Hartree-Fock contribution as in Eq. 5-4. Therefore, the Hartree-Fock contribution can be interpreted as the mean field obtained when the scattering process leaves the target in its ground state (i.e., no nucleon-nucleon collisions and only the elastic process
is involved. The parametrization of the Hartree-Fock component is assumed to have the Fermi-form factor usually called Woods-Saxon form:

\[ V_{\text{HF}}(r; s) = V_{\text{HF}}(0) f(r, R_{\text{HF}}, a_{\text{HF}}) \]

where

\[ f(r, R_{\text{HF}}, a_{\text{HF}}) = \frac{1 + \exp \left( \frac{r - R_{\text{HF}}}{a_{\text{HF}}} \right)}{1 + \exp \left( \frac{r - R_{\text{HF}}}{a_{\text{HF}}} \right)} \]

\[ R_{\text{HF}} = \frac{1}{N} \] is the nuclear radius, and \( a_{\text{HF}} \) is an adjustable parameter called the diffuseness. The radius and diffuseness \( R \) and \( a \) are referred to as the geometrical parameters.

In practice one can assume that the parameters \( R_{\text{HF}} \) and \( a_{\text{HF}} \) are independent of energy and the Hartree-Fock depth is an exponential function of energy [Joh 87, Joh 88]:

\[ V_{\text{HF}}(s) = V_{\text{HF}}(0) \cdot \exp \left( -\frac{r}{R_{\text{HF}}(0)} \right) \]

Here \( V_{\text{HF}}(0) \) is the Hartree-Fock potential depth at the Fermi energy and \( \text{diff} \) can be considered as the slope of the Hartree-Fock potential depth at very low energy (if \( V_{\text{HF}} \) is approximated to be linear in this energy range). [We found it was not necessary to force the parametrization in Eq. 5-9 to be linear for energies below \( E_{F} \) as it had been done in some analyses [Tor 90] and [Wei 92]. Therefore, we used exponential parametrization throughout the energy range for the two nuclei (i.e., below and above the Fermi energy).

The absorption or imaginary term of the mean field is represented as the sum of volume and surface contributions:

\[ W(r; s) = W_{V}(r; s) + W_{S}(r; s) \]

It is common to assume that the volume-absorption component has the same radial shape as the Hartree-Fock field, i.e., the Woods-Saxon form. The surface-absorption component is proportional to the radial derivative of the Woods-Saxon form:

\[ W_{V}(r; s) = W_{V}(s) f(r, R_{\omega}, a_{\omega}) \]

\[ W_{S}(r; s) = -a_{\omega} W_{V}^2(r; s) \frac{d}{dr} f(r, R_{\omega}, a_{\omega}) \]

where \( W_{V}(s) \) and \( W_{S}(s) \) are the strengths of the volume and surface absorptions, respectively. The functions \( W_{V}(s) \) and \( W_{S}(s) \) and their derivatives are required to be continuous in order to apply the DR. The following forms have been used in some of the works of Mahaux and others (see Sect. 5.4):

\[ W_{V}(r; s) = \frac{A_{V} \cdot (s)^{n}}{(s)^{m} + (s)^{n}} \]

\[ W_{S}(r; s) = \frac{A_{S} \cdot (s)^{m}}{(s)^{m} + (s)^{n}} \exp (-C_{S} \cdot s) \]

Here \( n \) and \( m \) are powers derived from nuclear matter theory [Bro 81] and [Jeu 83] and commonly are assigned the values 2, 4, or 6. The \( A_{V} \) and \( B_{V} \) are volume-absorption constants and \( A_{S}, B_{S} \) and \( C_{S} \) are surface-absorption constants. These free parameters are determined by the best fit to the scattering data.

Recently Mahaux and Sartor [Mah 91] made a modification to the effective range of \( W_{V}(s) \) and \( W_{S}(s) \). This modification suggests a need for improvement to the above functional forms of Eq. 5-13 and 5-14 which assume that the only zero-value of \( W_{V}(s) \) and \( W_{S}(s) \) is at the Fermi energy \( E_{F} \). We recall from the discussion of the bound states of Sect. 4.1 that the first single-particle state lies a few MeV above \( E_{F} \), and that the first single-hole state lies a few MeV below \( E_{F} \). In the energy region between \( E_{F} \) and the first particle state no interaction can take place. Similarly, no interaction can take place in the energy region between the Fermi energy and the first hole state. Therefore, in the vicinity of the region between the first hole and the first particle states, the \( W_{V}(s) \) and \( W_{S}(s) \) should be zero. Mahaux and Sartor forced \( W_{V}(s) \) and \( W_{S}(s) \) to be zero, but over an even larger region. They preferred to choose the average energy \( E_{F} \) of the particle states to define such a region. This \( E_{F} \) is given by the sum of the energies of all available particle states divided by their number \( N \) as:

\[ E_{F} = \frac{1}{N} \sum_{N} \frac{E_{F}}{R_{i}} \]

The particle-averaged energy introduces a change in the reference point of \( W_{V}(s) \) and \( W_{S}(s) \). The new functional form for the volume absorption \( W_{V} \) becomes:
\[ W_Y(E-E_p) = \begin{cases} \frac{A_Y(E-E_p)^m}{(E-E_p)^n + (B_Y)^m}, & \text{for } E_p < E \\ 0, & \text{for } E_p < E < E_p \end{cases} \quad (5-16) \]

and similarly for the surface absorption \( W_S \):

\[ W_S(E-E_p) = \begin{cases} \frac{A_S(E-E_p)^m}{(E-E_p)^n + (B_S)^m} \exp \left\{ -C_S (E-E_p) \right\}, & \text{for } E_p < E \\ 0, & \text{for } E_p < E < E_p \end{cases} \quad (5-17) \]

In our formulation of the DOM in the search routine GENOA, the average energy \( \bar{E}_p \) was determined by introducing an energy offset which adds to the \( E_p \) as:

\[ \bar{E}_p = \text{Offset} + E_p \quad (5-18) \]

In the negative energy range \( (E < E_p) \), \( W_Y \) and \( W_S \) are determined from the symmetry condition Eq. 5-7.

Still another modification to the functional forms of the absorptive strengths was made by Mahaux and Sartor. This modification focuses on the energy range of the symmetry assumption of \( W \) around \( E_p \). In Eq. 5-7, the symmetry assumption neglects the nonlocality effects of \( W \) which is much smaller than that of the Hartree-Fock component discussed earlier. These nonlocal effects change the behavior of the absorption strengths, especially the volume absorption. At large positive energies, nonlocal effects increase the \( W_Y \) while it approaches zero at large negative energies. For \( E \) close to \( E_p \), there is almost no effect due to the nonlocality of \( W \). However, at large \( |E| \), this effect is expected to be sizable [Mah 86C, Mah 91].

From nuclear matter studies, Mahaux and Sartor used the following parametrization for the volume absorption at large negative energies (for \( E < (E_p - 60) \)) to reflect the nonlocal effects:

\[ \tau\delta_Y^V(E) = W_Y(E) = W_Y(E_f - 60) \frac{(E - E_p + 60)^2}{(E - E_p + 60)^2 + (60)^2} \]

where \( \tau\delta_Y^V(E) \) is the nonlocal volume absorption and \( W_Y(E) \) is the symmetric volume absorption.

On the other side of the energy domain (i.e., large positive energies), the absorptive potential is dominated by the strong repulsive nucleon-nucleon (N-N) interaction. In this region the short range N-N interaction can be characterized as a dilute Fermi gas of interacting hard spheres, with a high-energy behavior of:

\[ \tau\delta_Y^V(E) = \alpha E^{1/2} \]

where \( \alpha = 1.65 \) is a proportionality constant determined by quantities characterizing the Fermi gas [Mah 91]. The following parametrization is used to reflect the nonlocal effects of the volume absorption at large positive energies (for \( E > (E_p + 60) \)):

\[ \tau\delta_Y^V(E) = W_Y(E) + \alpha \frac{E^{1/2} + (E_p + 60)^{1/2}}{2E} - \frac{3}{2} (E_p + 60)^{1/2} \]

For large \( |E| \), the surface-peaked component of the absorption \( W_S \) (E) can be neglected since it is due mainly to the surface excitation of the nuclear core. The functional form of the surface absorption, Eq. 5-16, approaches zero at large energies and adequately accounts for nonlocal effects of the surface absorption.

The spin-orbit term is represented by the traditional form

\[ V_{so}(E) = \left[ \frac{\hbar^2}{m_e c} \right] V_{so}(E) \frac{d}{d\tau} f(r, R_{so}, a_{so}) \gamma \cdot \ell. \]

The spin-orbit strength \( V_{so}(E) \) takes on the standard linear energy dependence:

\[ V_{so}(E) = A_{so} + \alpha_{so} E \]

where \( A_{so} \) and \( \alpha_{so} \) are model parameters determined from the fit to the experimental data.
5.5 DOM search method

The goal of the DOM analysis is to produce a set of parameters that fits the differential cross section, the analyzing power and the total cross section in a wide energy range (for this study up to +80 MeV) and, secondly, that allows the DOM to be extended to the negative energy region in a way that the available bound-state information is reasonably predicted.

In the present analysis, the dispersive optical model was developed through three steps:

i) The optical-model code GENOA was used to obtain optimum values for the DOM parameters to fit all the scattering data.

ii) These optimum values for the DOM parameters were adjusted in order to give an improved prediction to the known bound-state binding energies using the code BOUNDSTATE.

iii) An optimal compromise between the values of the parameters from these two steps was obtained by successive iteration with GENOA and BOUNDSTATE. The process was ended when we obtained a reasonable fit to the scattering data as well as to the binding energies of the bound states.

The search on the global parameters was carried out using a modified version of the code GENOA, which was originally obtained from F. Perey of Oak Ridge National Laboratory. In the modified version, the dispersion relation (DR) formalism and relativistic corrections are included [Wei 92]. Furthermore, the recent suggestion of Mahaux (discussed in Sect. 5.5) to introduce an offset energy in the parametrization of the absorption potentials was included in the presently used search code GENOA. The code calculates the dispersive contributions $\Delta V_{p}$ and $\Delta V_{s}$ by performing the integration of the DR formula Eq. 5.5. These dispersive contributions are added to the real potential prior to calculating the differential cross section, the analyzing power and the total cross section. The code GENOA can perform searches on a single parameter or multiple parameters simultaneously as well as on a series of energies. For each energy and with each choice of parameters, the code makes a given number of iterations to minimize the "chi-squared" ($\chi^2$). This $\chi^2$ is a quantitative measure of the
agreement between the calculation of the DOM and the experimental values. The code optimizes the total $\chi^2$ where $\chi^2 = \sum_{j=1}^{N} \chi^2(E_j)$. At each energy ($E_j$) one obtains a $\chi^2(E_j)$:

$$
\chi^2(E_j) = \sum_{i=1}^{N} \left[ \frac{\sigma^{\text{exp}}(\theta_i) - \sigma^{\text{cal}}(\theta_i)}{\Delta \sigma^{\text{exp}}(\theta_i)/F_\sigma} \right]^2 + \sum_{i=1}^{N} \left[ \frac{A_{\gamma}^{\text{exp}}(\theta_i) - A_{\gamma}^{\text{cal}}(\theta_i)}{\Delta A_{\gamma}^{\text{exp}}(\theta_i)/F_A} \right]^2
$$

(5.24)

Here, $\sigma^{\text{exp}}(\theta_i)$ and $\Delta \sigma^{\text{exp}}(\theta_i)$ are the value and the uncertainty of the experimental differential cross sections measured at $\theta_i$, respectively. The $\sigma^{\text{cal}}(\theta_i)$ is the DOM calculation for the differential cross sections. Likewise, the $A_{\gamma}^{\text{exp}}(\theta_i)$ and $\Delta A_{\gamma}^{\text{exp}}(\theta_i)$ are the value and the uncertainty of the experimental analyzing power and $A_{\gamma}^{\text{cal}}(\theta_i)$ is the DOM calculation. The $N_\sigma$ and $N_A$ are the number of data points for differential cross section and analyzing power, respectively. The $F_\sigma$ and $F_A$ are the weights for each $\sigma(\theta)$ and $A_{\gamma}(\theta)$ distribution. The uncertainty $\Delta \sigma^{\text{exp}}$ is adjusted to furnish a "proper" weight for the $\sigma^{\text{exp}}$.

In addition, the assumption of the symmetry of $W_\gamma$ about the Fermi energy was questioned by Mahaux and Sartor [Mah 91]. A sensitivity study was performed to look into this matter as discussed below in Sect. 5.6.1.

In the DOM used to describe the data, an offset of 3 MeV from the Fermi energy was used in the absorptive terms $W_\gamma(\delta)$ and $W_\delta(\delta)$. That is, the absorption is not allowed to turn on in the 6-MeV region: $([E_p - 3 \text{ MeV}] < E < [E_p + 3 \text{ MeV}])$ surrounding the Fermi energy. This follows the philosophy introduced by Mahaux and Sartor [Mah 91] that there should be no absorption between (approximately) the last hole- and first particle-states. We relaxed this offset condition in examinations to be discussed in the paragraphs on "sensitivities to parameter variations" near the end of Sect. 5.6.1.

As a preliminary step towards developing the model, we started with potentials and parameters from previous analyses. The most closely related optical-model analysis for the two nuclei under investigation in this work is that of Howell [How 81]. Although the parameters in his work were derived from a conventional spherical optical-model (i.e., non-dispersive OM) analysis applicable only to the 8-40 MeV region (40% of the energy range of this study), the OM was considered to be a reasonable starting point.

In the first step of the analysis, single-energy searches were done at each energy for data sets between 2-40 MeV to obtain a reasonable set of starting parameters to eventually fit the entire set of scattering data. The energy dependence of the real potential during these single-energy searches was fixed close to that of Howell. This first step was expected to lead to obtain reasonable starting parameters for the functional form of the volume and surface absorption $W_\gamma$ and $W_\delta$. The code GENOA was first set to search upon the potential strengths: $V_{\text{om}}(\theta)$, $W_\gamma(\delta)$ and $W_\delta(\delta)$, then upon the geometries, and finally upon both simultaneously (avoiding the known ambiguities).

After obtaining the best values of $W_\gamma(\delta)$ and $W_\delta(\delta)$ for all energies, a least-square routine (utilizing the functional forms of Eqs. 5.13 and 5.14) was used to obtain the optimum values for the constants ($\lambda_{\infty}$, $B_\gamma$, $\sigma_\gamma$, $\lambda_\delta$, $B_\delta$, $C_\delta$, $m$) of the two functions. From this initial search-test, the absorption strengths were found to favor the values 4 and 6 for the powers $\gamma$ and $m$, respectively. The values of these seven constants were used as starting parameters in the following global-energy search.

The next step was to search simultaneously for optimum values over the entire energy range. A data set that is global in energy was constructed for this step. It contained all the $\sigma(\theta)$, $A_{\gamma}(\theta)$ and $\sigma_\gamma$ from the energy range 1-80 MeV. In this search, a broad parameter search was conducted where many combinations of parameters were searched simultaneously. The potential strengths $V_{\text{om}}(\theta)$, $W_\gamma(\delta)$, $W_\delta(\delta)$ and $V_{\text{om}}$ were first searched keeping all geometries fixed. These new optimized strengths were then used to initiate a second search on the geometrical parameters. A third search was conducted on the exponential constant $\alpha_{\text{exp}}$ of the HF potential and the absorption strengths $W_\gamma(\delta)$ and $W_\delta(\delta)$.

As mentioned before, the search method was based on the minimization of the $\chi^2$. But sometimes the $\chi^2$ reaches a local minimum in the multi-parameter chi-squared space that gives a poor fit to the data,
while there is a deeper minimum elsewhere with another set of parameters (i.e., parameters that give a better fit). To ensure that the search method would search for the optimum values of a given parameter over a wide range (and not miss the optimum set of parameters), sensitivity studies were carried out in a restricted-parameter search on one or two parameters. Two of the parameters which were examined are the powers \( n \) and \( m \) of the absorption strengths. Different combination of values were tested by stepping the values from 1 to 8 in an integer step. In addition, we conducted free searches on only the powers and the corresponding constants (i.e., \( n \) with \( A_D \), \( B_D \), and \( m \) with \( A_S \), \( B_S \), \( C_S \)). As a result of all these searches, the values 4 and 6 became the clear choice due to the good quality of the fit they provide to the scattering data.

Another parameter that was studied closely is the exponential constant \( \alpha_{\text{HF}} \) of the HF potential. A search on \( \alpha_{\text{HF}} \) showed that there is a relatively wide range of values that can fit the scattering data. This led us to step the values of \( \alpha_{\text{HF}} \) in increments of 0.05 between 0.20 and 0.65 and repeat the previous broad searches on the strengths and geometries. The result of this test revealed that there are three different regions of values for \( \alpha_{\text{HF}} \) that gave good fits. These are 0.28-0.30, 0.42-0.44 and 0.48-0.55.

A third parameter, \( C_2 \) of \( V_2(\sigma) \), was also investigated. During the free search upon this parameter, it was noticed that the data favor small values of \( C_2 \). A small value keeps the absorption strength relatively constant beyond a certain energy, thereby giving a large surface absorption at high energies (\( E > 50 \text{ MeV} \)). A large surface absorption above 50 MeV is inconsistent with older global conventional optical models and with theoretical microscopic OM calculations. For this reason, we carefully studied this parameter. The \( C_2 \) was changed in steps of 0.002 between 0.010 and 0.025 while performing the broad searches on the strengths and geometries. In all the above searches, both the \( \chi^2 \) and the quality of fit to the scattering observables were examined carefully to determine the optimum values.

The next step in the parameter search was performed in the negative energy region, i.e., a "search" on the bound-state energies for the neutron single-particle and single-hole states. As mentioned in Sect. 4.1, the two nuclei Si and S are deformed and this leads to a fragmentation of their single-particle states. This fragmentation causes the spectroscopic factors of these states to be less than one. Because of the fragmentation, our emphasis in this stage of the study was on the qualitative features of the DOM prediction of the binding energies (B.E.) and not on full quantitative agreement with all the experimental binding energies. In particular, we were interested in observing the ability of the model to predict the experimental Fermi energy and the deepest hole state which is believed to be less fragmented. The deepest hole states in \(^{28}\text{Si}\) and \(^{32}\text{S}\) are around -56.6 and -78.6 MeV respectively.

The code BOUNDSTATE, which was provided by Johnson of ORNL [Joh 90], was automated [Wei 92] and used to predict the binding energies. A sensitivity study for the prediction of the single-particle B.E. to changes in the DOM parameters was conducted in order to investigate systematic trends in the B.E. calculation. The binding energies of the particle and the hole states are directly related to the strength and the geometry of the HF potential. A decrease in the slope of the HF potential tends to shift both the particle and the hole states closer to the Fermi energy. The size of this shift is proportional to the distance of the particle or the hole state from the Fermi energy. The binding of particle and hole states is also dependent on the strength \( (A_D \text{ and } A_S) \) of the absorptions. An increase in \( A_S \) results in an increase of the B.E. of the particle states and a decrease of the B.E. of the deep hole states. On the other hand, an increase of \( A_S \) increases the B.E. of the particle states without affecting the hole states appreciably.

It should be noted that the addition of the dispersive contribution \( \Delta V(\sigma;\sigma') \) to the HF component \( V_{\text{HF}}(\sigma;\sigma') \) makes the full potential more attractive than the HF component alone. Addition of this term increases the B.E. of the particle states (\( E > E_p \)). On the other hand, adding in the \( \Delta V(\sigma;\sigma') \) decreases the B.E. of the hole states (\( E < E_p \)) because it makes the full potential less attractive than the HF component alone.

The most important parameter in predicting the B.E. of the states near the Fermi energy was the depth of the real potential at the Fermi energy, i.e., \( V_{\text{HF}}(0) \). One of the requirements of the dispersive approach is that the DOM potential should yield a symmetric prediction around \( E_p \).
for the first particle state and the last hole state, i.e., the least bound hole state. In order to determine \( V_{HF}(0) \), a version of the code BOUNDSTATE was used to predict the value of the HF potential which is required to produce the exact experimental B.E for a specific particle or hole state. Based on that version of the code, the \( V_{HF}(0) \) and the slope \( \alpha_{HF} \) were adjusted (from the optimum search values reached in the first step) to locate the B.E. for the first particle and the last hole state symmetric with respect to the Fermi energy. For the two nuclei studied in this work, the required adjustment of the optimum parameters was about 5% of their value. This determination of the HF potential helps in the judgment of the best choice of the different regions of the slope for \( V_{HF} \) found in step i) of the search.

Another point to mention in the prediction of the hole states is the type of energy dependence of the HF potential for energies below \( E_F \). In addition to the original exponential form Eq. 5-9, a linear function with the same slope at \( E = E_F \) was also tested for \( E < E_F \):

\[
V_{HF}(E) = V_{HF}(0) - \left( \frac{\alpha_{HF}}{V_{HF}(0)} \right) E
\]

where \( V_{HF}(0) \) and \( \alpha_{HF} \) have the same values as in the exponential form of Eq. 5-9. The two functional forms have different predictions for the B.E. of the hole states, affecting the deepest hole state the most. This test was suggested by the early work of [Joh 87] who preferred the linear function over the exponential function in their \( ^{208}\text{Pb}(n, n) \) study.

In the final steps, we returned to GENOA and performed searches on the positive-energy side to accomplish two things: First, to adjust the choice of the DOM parameters toward values which are desirable, as determined in the above sensitivity studies with BOUNDSTATE; Second, to initiate new searches starting with the optimum values found in the BOUNDSTATE studies in order to examine how much they must be adjusted to fit the scattering data. Eventually, a combination of these two processes of searching with the code GENOA and periodically checking the B.E. predictions with the code BOUNDSTATE was conducted until we determine a good set of parameters, that is, one that gives a good fit to the scattering data and also a reasonable prediction of the B.E. for most of the bound states.

5.6 The \( n^{28}\text{Si} \) mean field analysis

In this section the results of the DOM analysis to derive the neutron mean field of \( ^{28}\text{Si} \) at the positive and the negative energy regions are discussed. In the \( E > 0 \) region, the experimental total and differential cross sections along with the analyzing power are compared with those calculated from our DOM analysis. In the \( E < 0 \) region, the experimental binding energies of the single-particle and -hole states are compared with the prediction of the same DOM extended to negative energies.

5.6.1 The \( n^{28}\text{Si} \) mean field at positive energies

The database used in developing the DOM for neutrons scattered from \( ^{28}\text{Si} \) was given in Sect. 4.1. After subtracting the compound nucleus contribution from the experimental values for neutron energies below 14 MeV, a global-energy database was created for the energy range 0.3-60 MeV. In this global data set, there are 25 single-energy data sets consisting of 25 \( \sigma_T \) values, 16 \( \sigma_L \) distributions and 4 \( A_T \sigma_L \) distributions. At the beginning of the GENOA search, the \( \sigma_T \) were assigned an artificial uncertainty of \( \pm 0.2\% \) at all energies in order to give an observable adequate weight in the search. After several global DOM searches, we found that the model produced a large \( \chi^2 \) in the low-energy (\( E < 8 \) MeV) total cross sections. Therefore, the artificial uncertainty was increased to \( \pm 0.7\% \) for the low-energy \( \sigma_T \). In addition, the \( \Delta \sigma_T \) was decreased to \( \pm 0.1\% \) at high-energies (\( E > 40 \) MeV) where only \( \sigma_T \) data were available; this was necessary in order to force the proper shape for the calculation of \( \sigma_T \) in this region. The previously described search method and the periodic prediction of the B.E. were carried out until the parameters converged to the values listed in Table 5-1. These values are considered by us to be optimum under various search compromises and constraints. The absorption potential strengths \( W_V \) and \( W_S \) and the corresponding dispersive contributions \( \Delta W_V \) and \( \Delta W_S \) are represented by the solid and the dashed curves in Figs. 5.1 and 5.2, respectively.

The calculations of the total cross sections from these parameters are compared with the averaged experimental total cross sections (see references in Sect. 4.1) in Fig. 5.3a for energies up to 80 MeV. The DOM
calculations (solid curve) give very good agreement with the experimental values over the broad energy range 8-80 MeV. However, in the low energy range 1-8 MeV the model overestimates the total cross section by about 13%. Recall that below 12 MeV there is much resonance structure in $\sigma_T(E)$ (see Fig. 5.3b). The dots shown as data in Fig. 5.3a represent an average of the $\sigma_T$ data obtained from references in Table 4.1. The intervals taken for averaging were 50 keV for E<6 MeV, 200 keV for E>6 MeV and 2 MeV for E>30 MeV.

The DOM overestimation of the total cross section at low energies has been seen before in DOM analyses on $^{40}$Ca [Joh 88] and $^{27}$Al [Nag 92]. (In the previous conventional phenomenological approach (SOM) by Howell [How 84], the overestimation of the low-energy cross sections was even more severe than in the DOM calculations shown in Fig. 5.3a.) One cause of this difficulty might be based on the fact that the total cross section at low energies is dominated by very few partial waves (mainly $s$ and $p$ waves), and the absorption might be $l$-dependent (see [Joh 87]); in our DOM approach it is assumed that the absorption of the mean field is independent of the orbital angular momentum. Another possibility of the overestimation is that the true physics requires a model with energy-dependent geometries at low energies. A test was made to investigate the sensitivity to parameter variations in this region; we found that the total cross sections could be fit very well with lower values for the surface absorption geometry ($r_S=1.043$ fm and $a_S=0.34$ fm), but these values destroy the good fits at high energies. Our code for calculating the dispersive corrections does not allow us to have an E-dependent $r_S$, so it was not possible to insert such a modification in the DOM. As mentioned above, Nagad [Nag 92] also had difficulties in describing $\sigma_T$ data at low energy in his DOM and a coupled-channels (CC) study of the nearby nucleus $^{27}$Al. He showed that by reducing the radius parameter $r_Y$ (for the real potential) in the CC model to about 1.67 fm for $1<E<16$ MeV, he could greatly improve the agreement to $\sigma_T$. Because the radius parameter for $V_{HF}$ and $W_V$ are constrained to be equal in our (and Nagad's) DOM, it would be necessary to carry out the dispersive integrals with an energy dependent radius $r_Y$.

<table>
<thead>
<tr>
<th>Table 5.1</th>
<th>DOM parameters for $^{27}$Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Real Term</td>
<td>$V_{HF}$</td>
</tr>
<tr>
<td>$\text{MeV}$</td>
<td>$\text{fm}$</td>
</tr>
<tr>
<td>5.942</td>
<td>0.90</td>
</tr>
<tr>
<td>The Imaginary Term</td>
<td>$A_Y$</td>
</tr>
<tr>
<td>$\text{MeV}$</td>
<td>$\text{MeV}$</td>
</tr>
<tr>
<td>1.135</td>
<td>0.873</td>
</tr>
<tr>
<td>The Spin-orbit Term</td>
<td>$V_{so}$</td>
</tr>
<tr>
<td>$\text{MeV}$</td>
<td>$\text{MeV}$</td>
</tr>
<tr>
<td>5.013</td>
<td>0.45</td>
</tr>
</tbody>
</table>
Figure 5.1. The energy dependencies of the absorptive surface potential \( W_S \) and the absorptive volume potential \( W_V \) for \( n^{28}Si \). The Fermi energy \( E_F \) is indicated.

Figure 5.2. The energy dependencies of the dispersive corrections of the absorptive surface potential \( \Delta V_S \) and the absorptive volume potential \( \Delta V_V \) for \( n^{28}Si \).
Figure 5.3a. Total $^{28}$Si cross section in the energy range between 0 and 80 MeV. The dots are experimental values (see text) and the solid curve is the DOM prediction.

Figure 5.3b. The resonance structure in the total cross section of $^{28}$Si in the energy range between 0 and 12 MeV. The open circles are the values of the total cross section at the energies used in DOM calculations. The dashed curve is the DOM prediction.
Again, this is not possible with our formulation. Therefore, we could not assess the effect of an E-dependent $\gamma$

The DOM fits to the differential cross section are shown in Figs. 5.4, 5.5 and 5.6. The points are the experimental values as reported in the literature, and the solid curves are DOM calculations added to the compound nucleus contributions for $E \leq 14$ MeV. (The compound nucleus contributions for $E \leq 14$ MeV were subtracted from the measured values of $\sigma(\theta)$ to obtain the shape-elastic values which were used in the search procedure.) In the search for optimum parameters, the inclusion of the differential cross section at 40 MeV was very important for constraining the behavior of the absorptive potential at higher energies. In general, the agreement between the DOM calculations and the data is quite good for $E > 11$ MeV, although there are some discrepancies at the backward angles in the energy region $17 \leq E \leq 21$ MeV. The fit in that region can be improved by merely decreasing the surface absorption strength by about 10%. This is shown by the dashed line in Fig. 5.6. This improvement implies that the exponential form of the E-dependence for the surface term may not be adequate. In general, the quality of the DOM fits is quite similar to that of the SOM in [How 84], even in the 17-21 MeV region. Since the DOM model is constrained to fit bound state B.E. and $\sigma(\theta)$ data below 10 MeV (neither of which were studied in the SOM of [How 84]), we are pleased with the overall quality of agreement.

In Fig. 5.7 it is shown that the DOM calculations give a good description of the analyzing power at forward and backward angles. However, the DOM predictions lie above the data in the $60^\circ$ - $90^\circ$ region. The quality of the fits obtained with the DOM is similar to that of the SOM prediction [How 84], except at 14 MeV where the DOM prediction is slightly better.

The influence of the choice of spin-orbit radius $r_{so}$ was examined by merely decreasing its optimum value by about 5% and then 10%. The largest effect of the decrease in $r_{so}$ was noticed in the forward spikes of the $A_{\gamma}(\theta)$ distributions, particularly at $E = 14$ MeV. The decrease in $r_{so}$ enhances the first positive spike in the analyzing power at $E = 10$ MeV and the first negative spike at $E = 15.5$ and 17 MeV, leaving the rest of the distributions almost unchanged.

Furthermore, we found that merely adding an imaginary term to the spin-orbit potential did not improve the overall agreement with the analyzing power data. We tested this by adding the small absorption spin-orbit term proposed in the Walter and Guss global SOM model [Wal 86] with a geometry similar to the surface-absorption geometry ($r_{so}=1.31$ fm and $a_{so}=0.52$ fm). The inclusion of this term lowers the analyzing power beyond $50^\circ$ as shown in the dashed curve of Fig. 5.8.

To test the sensitivity of the data to the removal of the energy offset, we searched with GENOA with the offset equal to zero. In general, the $\sigma(\theta)$ and $A_{\gamma}(\theta)$ agreement was not affected. A decrease in the $\sigma_{\gamma}$ curve of Fig. 5.3a for $E < 8$ MeV gives about 4% improvement in the DOM calculation.

Another version of GENOA was used to test the symmetry condition for the $W_{\gamma}$ of Eq. 5-7. In this version $W_{\gamma}$ is replaced with the Mahaux and Sartor [Mah 91] modification of Eq. 5-16. Here $W_{\gamma}$ is replaced by a function that decreases to zero strength as $E$ drops to about -200 MeV and, in addition, a function that adds more absorption than our original DOM formulation for $W_{\gamma}(E)$ for $E > 60$ MeV. (See [Mah 91] for details.) In our version of GENOA one has the choice of turning on the effect only at negative energies or turning on the effects at both negative and positive energies. Because the $W_{\gamma}$ in our model is optimized at high energies by fitting high-accuracy $\gamma$ data, we question the need to add the extra absorption above 60 MeV. Furthermore, the larger absorption seems to be inconsistent with high-energy conventional SOMs. Therefore, we place more belief in a model that only turns off the absorption at $E \sim 200$ MeV. Nevertheless, we tested the ability of the DOM for $n + ^{28}$Si to incorporate both modifications to $W_{\gamma}(E)$. Starting with the parameter values in table 5.1 we used GENOA to optimize the DOM parameters. For the case where we drop $W_{\gamma}$ to zero at 200 MeV, we did not observe any significant change in the calculations; similar fits were obtained to those of the symmetry case. However, in the "full asymmetry" DOM, the calculations overpredict the $\sigma_{\gamma}$ for $E = 55$ MeV; the source of this discrepancy seems to be traceable to too much absorption.
Figure 5.4. DOM calculations compared to the differential cross sections of neutron scattering from $^{28}$Si at incident energies between 2.5 and 8 MeV. The dots are the experimental values, the solid curves are the DOM calculations added to the compound nucleus contributions and the dashed curves are the compound nucleus contributions.

Figure 5.5. DOM calculations compared to the differential cross sections of neutron scattering from $^{28}$Si at incident energies between 10 and 14 MeV. The dots are the experimental values, the solid curves are the DOM calculations added to the compound nucleus contributions and the dashed curves are the compound nucleus contributions.
Figure 5.6. DOM calculations compared to the differential cross sections of neutron scattering from $^{28}$Si at incident energies between 14.8 and 40 MeV. The solid curves are the DOM calculations and the dots are the experimental values.

Figure 5.7. DOM calculations compared to the analyzing powers for neutron scattering from $^{28}$Si at incident energies 10, 14, 15.5 and 17 MeV. The solid curves are the DOM calculations and the dots are the analyzing power data.
One of the main features of the DOM approach is its capability to link the two energy regions by the extension of the real part of the mean field into the negative energy region, i.e., into the region of the bound states (located on both sides of the Fermi energy). In Fig. 5.9, the smooth-energy dependence of the depth of the HF potential for $n^{28}$Si is shown as it crosses from positive to negative energies.

Using BOUNDSTATE we determined a value for the HF potential depth at the energy $E_p = -12.83$ MeV by requiring that the calculated binding energies of the first particle state (2s$_{1/2}$) and the last hole state (1d$_{3/2}$) are centered around $E_p$. Using the geometry for our optimum potential ($r_v = 1.165$ fm and $a_r = 0.70$ fm), this requirement or constraint gives the following value for the depth of the HF potential: $V_{HF}(E_p) = -59.42$ MeV.

With this constraint of the HF potential as one which we continually checked as we developed our DOM, the model is capable of fitting the scattering data at $E > 0$ and when extended to $E < 0$, it predicts nearly symmetric binding energies about the Fermi energy for the last hole state and the first particle state. In fact, the $E_p$ is predicted by our model to be $-12.83$ MeV, which is in very good agreement with the value of $-12.83$ MeV, determined from separation energies. (see Sect. 4.1.). The deepest hole state (1s$_{1/2}$) has a B.E. = -56.6 MeV; the exponential form of the HF potential (as in Eq. 5-9) using our DOM parameters predicts -62.4 MeV. That is, our DOM gives a little overbinding ($\approx +6$ MeV) but this amount is within the estimated uncertainty of 5 to 10 MeV assigned to this level. When the linear energy-dependence (as in Eq. 5-25) is used, the prediction for this level is 54.5 MeV, only 2 MeV from the experimental value. All the other hole states differ by less than 5% from the ones calculated with the exponential energy dependence. Although the linear energy-dependence prediction comes closer to the experimental 1s$_{1/2}$ value, we will not consider it further because of two considerations. First, it is simply more convenient to have the same energy dependence for the entire energy range of the mean field of the two systems under study. Second, due to the more deeply bound 1s$_{1/2}$ state for $^{32}$S (discussed in Sect. 5.7.2), it was necessary to use the exponential form to come close to this deepest hole state.

![Figure 5.8](image)

**Figure 5.8.** The smooth-energy dependence of the depth of the Hartree-Fock potential $V_{HF}$. The dots are the required $V_{HF}$-depths to predict the exact binding energies of $n^{28}$Si.

On the right-hand side of Fig. 5.10 the predicted binding energies for the single-particle and -hole states (using the exponential form) are shown along with the experimental values. The deepest hole state shown in the figure between parenthesis (1s$_{1/2}$) indicate the predicted binding energy using the linear form. The effect of relaxing the $W_{HF}(E)$ symmetry condition on the prediction of the binding energies was to spread the predictions farther from the $E_p$; i.e., it worsened the agreement with the experimental values. For the hole states it increased the B.E. by 0.1% at the last hole (1d$_{3/2}$) to 8% at the deepest hole (1s$_{1/2}$). For the particle states the B.E. decreased by 0.2% at the first particle (2s$_{1/2}$) to 15% at the last particle (2p$_{3/2}$). For the case of the "full asymmetry," the B.E. of both states decreased giving worse prediction than those for the "$E < E_p$ asymmetry" case.
In Fig. 5.10, the calculated binding energies for the first particle state \((2\nu_{3/2})\) and the last hole state \((3\nu_{5/2})\) show an overbinding for \(2\nu_{3/2}\) while a less binding for \(3\nu_{5/2}\) compared to experiment. We note that the difference between the separation energy \((E_F)^- = 17.177 \text{ MeV of } ^{28}\text{Si}\) and \((E_F)^+ = 8.474 \text{ MeV of } ^{28}\text{Si}\) is very wide. Johnson and Mahaux [Joh 88] in their \(^{40}\text{Ca}\) analysis point out that when the \((E_F)^- - (E_F)^+\) gap is large, as in our case, the definition used here for \((E_F) = 1/21 (E_F)^- + (E_F)^+\) is probably not adequate for describing both the particle and hole states near the Fermi energy region. The reason for that is the strong dependence of the real radius on energy in the vicinity of \(E_F\), which causes the DOM model to predict large values for \((E_F)^+\) and small values for \((E_F)^-\). This weakness, of the averaging of the Fermi energy, might account for the difference in the B.E. between the DOM calculations and the experimental values.

Figure 5.9. Neutron single-particle energies in \(^{28}\text{Si}\). The column labeled EXP represents the experimental values. The column labeled DOM gives the predicted energies from a dispersive optical model for \(^{28}\text{Si}\). The column labeled DOM-Cons gives the predicted energies from a dispersive optical model for nuclei in the mass number between \(27 < A < 32\) discussed in Chap. 6.
5.7 The $n$-$^{32}$S mean field analysis

In the present section, a discussion similar to that given in Sect. 5.6 for $n$-$^{28}$Si is presented for the system $n$-$^{32}$S. Since the approach in this DOM analysis was very similar to that for $^{28}$Si, fewer details will be reported. In addition, some comparisons with the SOM of [How 84] are also discussed.

5.7.1 The $n$-$^{32}$S mean field at positive energies

A database was created for $^{32}$S in the energy range between 0.3 and 80 MeV. In this global data set the only available total cross section data are for neutron energies below 32 MeV (see Sect. 4.1). Since we require a wide energy domain to derive the nuclear mean field for $^{32}$S, we estimated the total cross section for energies between 32 and 80 MeV. This was done using two models. One is an estimate using the parameters of the $^{28}$Si DOM model where the $A = 28$ is replaced by $A = 32$ and the proper $E_F$ is used. The other is to extend Howell SOM model for $^{32}$S [How 84]. The estimates from the $^{28}$Si DOM model gave values that are about 10% higher than the $^{28}$Si total cross sections. The SOM prediction for $^{32}$S was only 4% lower than the DOM estimate. The average 7% was taken as our best estimate for predicting the $^{32}$S total cross sections in the energy range of 32-80 MeV. Therefore, the experimental $\sigma_T$ values for $^{32}$Si between 32-80 MeV plus 7% was taken as $^{32}$S “data”.

In addition, there are 16 measurements for $\alpha(\theta)$ and 4 measurements for $\varphi(\theta)$ by Arnold et al. [Arn 87]. The weighting assignments to the data are similar to those in the $^{28}$Si global database except that the $\sigma_T$ at E = 32 MeV were given a factor of four reduced weighting in the $\chi^2$ search (i.e., $\Delta \sigma = \pm 0.2\%$ instead of $\pm 0.1\%$ as in $^{28}$Si). The optimum DOM parameters obtained in a search method similar to that discussed in Sect. 5.6 are listed in Table 5.2. These parameters were obtained using an energy offset of 3.0 MeV in the absorption potential parameterization forms. The absorption potential strengths $\Sigma \nu$ and $\Sigma \sigma$ (and the corresponding dispersive contributions $\Delta \Sigma \nu$ and $\Delta \Sigma \sigma$ for the n-$^{32}$S mean field) are represented by the solid and the dashed curves in Figs. 5.11 and 5.12, respectively.
Figure 5.10. The energy dependencies of the absorptive surface potential ($W_S$) and the absorptive volume potential ($W_V$) for $n^{32}$S. The Fermi energy $E_F$ is indicated.

Figure 5.11. The energy dependencies of the dispersive corrections of the absorptive surface potential ($\Delta V_S$) and the absorptive volume potential ($\Delta V_V$) for $n^{32}$S.
The prediction (solid curve) of the present DOM for the total cross section in the energy range 0 to 80 MeV is shown in Fig. 5.12, where the points are the averaged experimental data. For $E > 8$ MeV, the model gives a good description for the total cross section, while it overestimates $\sigma_T$ below $E < 8$ MeV. This problem has been seen in Sect. 5.6 in the case of Si, and the discussion there is applicable here as well.

In Figs. 5.13, 5.14 and 5.15 the DOM fitting to the experimental differential cross-section data is shown. The points are the experimental values as reported in the literature, and the solid curves are DOM calculations added to the compound nucleus contributions for $E \leq 12$ MeV. (The compound nucleus contributions for $E \leq 12$ MeV were subtracted from the measured values of $\sigma(\theta)$ to obtain the shape-elastic values which were used in the search procedure.) The agreement is exceptionally good in most regions. Notice the excellent prediction of the model to our measurement at 15.5 and 19.0 MeV. However, the calculations are too high at the forward angles for the low energies; this translates to an overestimation of the total cross section in that energy region.

The DOM model calculation of the analyzing power is compared to the measured values in Fig. 5.16. The points at 10 MeV represent the experimental shape-elastic $A_y(\theta)$. As in the case of $^{28}$Si, the calculations reproduce the shape of the $A_y(\theta)$ data quite well at most angles except in the $95^\circ$-$130^\circ$ region where the calculations are lower than the measured values. The present work contributes the additional analyzing power distribution at 15.5 MeV, which was particularly significant in the determination of the DOM parameters. The significance of this data set comes from the positive spike suggested by the measured values around $42^\circ$. A series of sensitivity tests were carried out to predict the correct shape of this spike. The sign of the spike was found to be sensitive to the slope of the real potential and to the spin-orbit geometry, especially the diffuseness. The mere inclusion of an absorption term of the size of $[Wol 86]$ into the spin-orbit potential neither improved nor spoiled the quality of the fit.
Figure 5.13. DOM calculations compared to the differential cross sections of neutron scattering from $^{32}\text{S}$ at incident energies between 2.5 and 6 MeV. The dots are the experimental values, the solid curves are the DOM calculations added to the compound nucleus contributions and the and the dashed curves are the compound nucleus contributions.

Figure 5.14. DOM calculations compared to the differential cross sections of neutron scattering from $^{32}\text{S}$ at incident energies between 8 and 12 MeV. The dots are the experimental values, the solid curves are the DOM calculations added to the compound nucleus contributions and the and the dashed curves are the compound nucleus contributions.
Figure 5.15. DOM calculations compared to the differential cross sections of neutron scattering from $^{32}\text{S}$ at incident energies between 14 and 40 MeV. The solid curves are the DOM calculations and the dots are the experimental values.

Figure 5.16. DOM calculations compared to the analyzing powers for neutron scattering from $^{32}\text{S}$ at incident energies 10, 14, 15.5, and 17 MeV. The solid curves are the DOM calculations and the dots are the analyzing power data.
In comparison to the SOM analysis [How 84], the DOM calculation for the total cross section is superior in almost the entire energy range of [How 84], i.e., 8 - 40 MeV. Compared to the SOM of [How 84], this DOM study provides additional information on the total cross section at $E_n < 8$ MeV and $E_n > 50$ MeV, and the differential cross section at $2 < \varpi_n < 8$ MeV. The DOM predictions for the differential cross section for neutron energies of 8 and 10 MeV represent the data better than the SOM; the two models give similar quality of fits for the rest of the distributions, i.e., for $E > 10$ MeV. The DOM and SOM give almost identical fits to the analyzing power.

5.7.2 The n-32S mean field at negative energies

In this section we discuss the results of the extension of the real part of the mean field into the negative energy region in order to predict the bound states of the n-32S system. The energy dependence of the HF potential is shown in Fig. 5.17 for the energy range between -80 and 80 MeV. The depth of the HF potential at the Fermi energy of 32S ($E = E_F = -11.87$ MeV) was determined by the requirement that the calculated binding energies of the first particle state ($1s_{1/2}$) and the last hole state ($2d_{5/2}$) is symmetric around $E_F$. When using the optimum real potential geometry ($r_m = 1.18$ fm and $a_m = 0.68$ fm), the constraint gives the following value for the depth of the HF potential: $V_{HF} (E_F) = -57.71$ MeV.

In Fig. 5.18 the calculated binding energies for the single-particle states are shown with the experimental values. The $E_F$ was predicted by our model to be centered between the last hole and the first particle states and it has the value -11.78 MeV, less than a 1% difference from the value of -11.87 MeV determined from neutron separation energies. The conventional phenomenological optical model (SOM) (which was adjusted to fit the scattering cross sections only) predicts -10.47 MeV for $E_F$, giving about 12% difference from the experimental value. From the physical point of view, this reflects the meaningfulness of extracting the real potential from the dispersive approach rather than from the conventional phenomenological approach. The binding energy of the deepest hole state is -78.1 MeV; it was necessary to use the exponential form Eq. 5-9 to predict such a deep state. The model prediction for this very deep state was in very good agreement with the measured value (see Fig. 5.18).
5.8 Comparison between NMF

Different nuclear mean fields (NMF) for neutron, derived through DOM analyses, have been developed in 40 < A < 208 as mentioned in Sect. 5.4. Since the NMF of $^{28}$Si and $^{32}$S represent the lightest nuclei where “full application” of the DR was applied, it is of great interest to compare the results achieved from these two nuclei with the previous reported analyses. The NMF from $^{40}$Ca, $^{90}$Zr, $^{208}$Pb are reported in [Joh 88], [Del 89], [Mah 91A], respectively. The comparison will focus on the main parameters of the NMF, namely: the HF potential depth at the Fermi energy $V_{HF}(E_F)$, the energy-dependence of the HF potential ($\alpha_{HF}$), and the HF real radius $r_{HF}$. In Table 5.3, the values of these parameters compared to those obtained in the present work. In addition, we listed the Fermi energy $E_F$ and asymmetry parameter $\eta=(N-Z)/A$, where A is the mass number.

Table 5.3: Comparison of the parameters of the NMF for different nuclei

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>$^{208}$Pb</th>
<th>$^{90}$Zr</th>
<th>$^{40}$Ca</th>
<th>$^{32}$S</th>
<th>$^{28}$Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>208</td>
<td>90</td>
<td>40</td>
<td>32</td>
<td>28</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.212</td>
<td>0.111</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$E_F$</td>
<td>-6</td>
<td>-9.6</td>
<td>-12</td>
<td>-11.87</td>
<td>-12.83</td>
</tr>
<tr>
<td>$V_{HF}(E=E_F)$</td>
<td>46.4</td>
<td>52.45</td>
<td>58.8</td>
<td>57.7</td>
<td>59.42</td>
</tr>
<tr>
<td>$\alpha_{HF}$</td>
<td>0.31</td>
<td>0.33</td>
<td>0.55</td>
<td>0.54</td>
<td>0.50</td>
</tr>
<tr>
<td>$r_{HF}$</td>
<td>1.23</td>
<td>1.21</td>
<td>1.18</td>
<td>1.18</td>
<td>1.165</td>
</tr>
</tbody>
</table>

The radius decreases as the mass number A decreases. The dependence of $r_{HF}$ on the mass number is represented in Fig. 5.19. One can parametrize this dependence by the following relation:

\[ r_{HF} = 1.295 - 0.385 \ A^{-1/3}. \]  

(S-25)

Two conclusions can be made here. First, this parametrization supports the earlier parametrization ($r_{HF}=1.298 - 0.405 \ A^{-1/3}$) proposed in [Jeu 91] where the study stopped at A = 40. Second, the parametrization of Eq. 5-26 has better accuracy than [Jeu 91] because, in their study, the imaginary part of the MF was not required to vanish in the energy region between $E_F^- < E < (E_F)^+$ in the DOM analyses of $^{40}$Ca and $^{90}$Zr. This agreement gives credence to the

Figure 5.18. Neutron single-particle energies in n-$^{32}$S. The column labeled EXP represents the experimental values. The column labeled DOM gives the predicted energies from a dispersive optical model for $^{32}$S. The column labeled DOM-Cons gives the predicted energies from a dispersive optical model for nuclei in the mass number between 27 < A < 32 discussed in Chap. 6.
extrapolation of the dispersive relation approach to the lighter nuclei studied in the present work.

\[ \tau_{\text{HF}} (\text{fm}) \]

Figure 5.19. The dependence of the HF radius \( \tau_{\text{HF}} \) on the mass number \( A \).

The increasing values for the depth of \( V_{\text{HF}}(E=E_F) \) follow the trend of the depth of the \( E_F \), where it suggests a dependence shown in Fig. 5.20 and represented by the following:

\[ -V_{\text{HF}}(E=E_F) = 34.26 - 1.983 \ E_F \] (5-27)

The dependence of the Fermi energy upon the neutron excess \( \eta \) of these nuclei is shown in Fig. 5.21. Although the Fermi energy does not depend only upon \( \eta \), a rough dependence can be represented as:

\[ E_F = -12.31 + 28.60 \ \eta \] (5-28)

Figure 5.20. The dependence of the HF depth \( V_{\text{HF}} \) at the \( E_F \) on the Fermi energy \( E_F \).

Figure 5.21. The dependence of \( E_F \) upon the neutron excess \( \eta \).
CHAPTER 6

Global Dispersive Optical Model

for

$^{27}$Al, $^{28}$Si, and $^{32}$S

6.1 Introduction

The beauty of the phenomenological optical model is that it can produce the average behavior of elastic-scattering observables, i.e., the total, differential, and reaction cross sections and the analyzing power, as a function of energy and mass. By its nature, it does not produce the fine resonance features in the cross sections, since these depend on details of the quantum states in the compound nucleus. Many analyses utilizing the optical model were successful in describing the scattering of a particle from an individual nucleus at a certain energy or at different energies (see [Hod 71] for review). Other so-called "global analyses" also studied many nuclei at different energies. Among the earliest and most widely used global phenomenological OMP analyses are those of Becchetti and Greenlees [Bec 69]. The range of the analyses were limited to neutron energies below 30 MeV, and to targets with $A > 40$. In 1982 Rapaport developed a neutron-nucleus optical model for $A > 16$ and $7 \leq E \leq 30$ MeV. However, the global parameters for both of these studies were less successful in describing the scattering data for nuclei of $A < 40$ than for $A > 40$. Therefore, some specific optical model potentials have been developed to improve the description of the scattering data in this low mass region.

The nuclei in the 2s-1d shell are known to have excited states with a highly collective nature. In particular, the nuclei near the center of the shell provide an attractive ground to which many nuclear models are applied. A conventional spherical optical model (SOM) study was done by Martin [Mar 87] for the same nuclei studied in this work, but in a more limited energy range (i.e., between 14 and 40 MeV). With the recent and more theoretically-based approach of the dispersion relation (which was developed in Sect. 5.4), individual nuclear systems have been better
described. In Chap. 5, we applied the DOM approach to neutrons scattered from $^{28}\text{Si}$ and $^{32}\text{S}$ in a wide energy range (0 to 80 MeV).

The success of our individual DOM analyses for the n-$^{28}\text{Si}$ and n-$^{32}\text{S}$ systems and the success of Martin [Mar 87] with a global regional SOM led to the idea that it would be possible to obtain a global DOM for the 2s-1d shell nuclei by including the n-$^{27}\text{Al}$ system into a database for $^{28}\text{Si}$ and $^{32}\text{S}$.

As part of the TUNL program to develop dispersion relation analyses for different systems, a recent DOM analysis for neutrons scattered from $^{27}\text{Al}$ in the same energy range as this study (0-80 MeV) was recently completed by Nagad [Nag 92] and was moderately successful. In the present chapter, a new DOM analysis for neutron scattering from $^{27}\text{Al}$ is developed, one which includes the recent modification suggested by Mahaux and Sartor [Mah 91]. This new dispersive model for n-$^{27}\text{Al}$ is compared with the DOM analyses of the n-$^{28}\text{Si}$ and n-$^{32}\text{S}$ systems. In the final step the three systems are studied in concert to investigate the global nature of neutron scattering from nuclei in the center of the 2s-1d shell.

Our global DOM analysis has a more extensive database and wider energy range than that of [Mar 87]. Since the energy dependence of the real potential arises more naturally in the DOM, it has an advantage over the conventional SOM; it is easier to describe data over the wide energy range 0-80 MeV. The five high quality neutron differential cross sections and three sets of analyzing power data, which six of them measured in the present work at TUNL, are expected to help obtain a better determination of the OMP parameters, especially the spin-orbit parameters.

Therefore, the aim of the present chapter is to provide a constrained set of DOM parameters which will provide a description of the observables for neutrons scattered elastically from nuclei in the mass region $27 \leq A \leq 32$.

6.2 The Global Database

For the n-$^{28}\text{Si}$ and n-$^{32}\text{S}$ systems the database has been described in Chap. 4.1. For the n-$^{27}\text{Al}$ system, the data used in this chapter are the same as described in [Nag 92]. The total cross sections were obtained from Oak Ridge National Lab for the energies 2.0-80.0 MeV [Lar 81] and for the energies 0.2-49.0 MeV [Per 72]. For the $\sigma(0)$, there are 14 angular distributions in the energy range between 2.0 and 25.0 MeV. The data at the energies 2.0, 3.0, 6.0, 7.0, and 8.0 MeV were obtained from [Hol 69]. The data at 7.6 MeV was obtained from [Sch 89], at 9 MeV from [Vel 74], at 11, 14, 17 MeV from [Whi 84], at 15.4 MeV from [Nag 92], at 20, 22, 25 MeV from [Pet 85], and finally at 21.6 MeV from [Ols 87]. There are 3 data sets for the analyzing power: 14 and 17 MeV, which were obtained from [Whi 84] and 15.4 MeV from [Nag 92]. The compound nucleus contributions were subtracted from the differential cross sections for energies less than 11 MeV. The compound nucleus contributions were taken to be the same as those applied in [Nag 92]. The neutron Fermi energy for $^{27}\text{Al}$ is determined from the average of the separation energies in $^{27}\text{Al}$ and $^{28}\text{Al}$: $E_F = -10.4$ MeV.

6.3 DOM potential form

In Sect. 5.5, the DOM potential formulation was discussed in detail and similar forms are used here in this chapter. In the formulation of the real and absorption strengths in the model, the reference energy used is the Fermi energy. The selection of the Fermi energy as the reference energy is one of the advantages of the DOM formulation, especially for global parameter studies. This favorable feature of the DOM eliminates one of the "structure" problems that enters into developing a global model. These structure differences occur even though the three nuclei lie close together in mass number. Therefore, in a global DOM parameter search, one attempts to obtain identical parameters for the three nuclei, but the forms will give each nucleus its proper strength value for the energy (relative to the Fermi energy). For example, the difference in mass between $^{27}\text{Al}$ and $^{28}\text{Si}$ is only one mass unit, but the difference in their neutron Fermi energy is -2.43 MeV [$^{27}\text{Al} - ^{28}\text{Si}] = -2.43 - (-)12.83$. To incorporate
the recent suggestion of Mahaux [Mah 91] concerning the constraint of the absorption potential, an energy offset of 3.0 MeV was included in the parametric forms of the volume and surface absorption forms of Eqs. 5.16 and 5.17.

6.4 Improved DOM for n-^{27}Al

In this section, we discuss a new DOM for n-^{27}Al. The previous ^{27}Al-DOM analysis, developed by Nagadi (we will refer to it as ^{27}Al-Nag), was reasonably successful in describing the scattering data. However, this model overestimates the \( \sigma_T \) for \( E < 10 \) MeV. Upon examining the ^{27}Al-Nag parameters and comparing them with the corresponding parameters for the ^{28}Si and ^{32}S models developed in Chap. 5, one notes that the determination of the strength of the HF potential in ^{27}Al-Nag appears to be low [\( V_{HF}(E-E_{F}) = 51.16 \) MeV or \( V_{HF}(E=0) = 48.03 \) MeV]. It is about 7 MeV lower than the corresponding HF potentials at \( E-E_{F} \) of our analyses of neutrons scattered from ^{28}Si (\( V_{HF}(E-E_{F}) = 59.42 \) MeV) and ^{32}S (\( V_{HF}(E-E_{F}) = 57.71 \) MeV). This low magnitude for the HF strength in ^{27}Al-Nag may be one of the reasons that cause the overestimation of the total and the differential cross sections at \( E=10 \) MeV. From our experience in the development of DOM for ^{28}Si and ^{32}S, we learned that an increase in the magnitude of the real potential (either in \( V_{HF} \) or in its slope) decreases the calculated value for \( \sigma_T \).

From the database listed in Sect. 6.2, a global (in energy) data set for ^{27}Al was created; it contains 25 \( \sigma_T \) values, 14 \( \sigma(6) \) distributions and 3 \( \lambda_f(6) \) distributions. The same version of the search code GENOA was used to carry out the development of the DOM. The \( \sigma_T \) data were assigned an artificial uncertainty of \( \pm 0.7\% \) for the low-energy (\( E < 8 \) MeV) and \( \pm 0.1\% \) for \( E > 10 \) MeV to increase the weight in the search.

The search procedure commenced by merely inserting the ^{28}Si-DOM parameters (listed in Table 5.1) in order to examine how well these parameters of the mass-neighbor will work. The prediction of the ^{27}Al scattering data from the ^{28}Si-DOM parameters reproduced the general shape of the experimental data, but the calculations of \( \sigma_T \) and \( \sigma(6) \) were low in most energy regions. This underestimation of the \( \sigma(6) \) data indicated that

the strength of the absorption of ^{28}Si-DOM are too high for ^{27}Al, especially at \( E > 10 \) MeV. Recognizing this, another search-test was done, but this time the surface absorption was decreased by lowering \( W_5 \) in the region of the exponential tail (see Fig. 6.2). A value of 0.017 was used for the constant \( C_5 \) in Eq. 5.17. The results of the test were remarkable. The fit was significantly improved; a factor of almost 2 was gained in the \( \chi^2 \).

Before we searched on the HF potential two concerns had to be addressed. Since there is no reliable experimental information available on the single-particle states for neutrons and holes in ^{27}Al, the HF potential had to be derived using the isospin dependence of the real central potential between ^{27}Al and ^{28}Si. (The latter is a self-conjugate nucleus, i.e., \( T=0 \).) Using the isovector component (\( V_1 = 16.5 \) MeV) of the Walter-Guss global Model [Wal 86], the isospin difference for the real potential was calculated to be 0.61 MeV (\( V_1 \times (N-Z)/A = 16.5 \times 1/27 \)). The second concern is related to the different Fermi energies. Due to the difference in \( E_F \) between ^{28}Si and ^{27}Al (2.43 MeV), a shift was also applied to determine the HF potential at \( E = E_F \) for ^{27}Al. Keeping the same \( V_{HF} \) slope as for ^{28}Si (0.50), a value of +1.22 MeV (0.50 x 2.43) was also subtracted from the \( V_{HF} \) of ^{28}Si to obtain a value for ^{27}Al. The end result of applying these corrections gave \( V_{HF}(0) = 57.59 \) MeV for ^{27}Al.

Using the above determined parameters for \( C_5 \) and \( V_{HF}(E_F) \), a new search was carried out to optimize the absorption potentials. The powers \( n \) and \( m \) of \( W_4 \) and \( W_5 \) were kept at 4 and 6, respectively. During this step of the search, it was found that the data favored a smaller value for the surface absorption constant \( B_5 \), which indicates a need for a faster rise in the form of \( W_5 \) at low energies. Different searches were performed on the strength parameters \( A_4 \) and \( A_5 \) alone, and then with \( B_4 \), \( B_5 \) and \( C_5 \). The result was a better fit to the data, especially for \( \sigma_T \) (about 25% improvement in \( \chi^2 \)).

Next, the search was focused on optimizing the geometries. The real radius (\( r_V \)) was not changed. A search on the real diffuseness (\( A_4 \)) and the absorption radius (\( r_5 \)) and diffuseness (\( t_5 \)) improved the fit, especially in the minimum of the differential cross sections.

The last step in the search was to optimize the spin-orbit potential parameters. The original parameters of the ^{28}Si-DOM give a reasonable fit
to analyzing power data. The search converged to smaller values for the geometry with very slight improvement on the $x^2$ for the analyzing power.

Before presenting the final parameters and their fits to the scattering data, we developed another version of the $^{27}$Al-DOM, with a very slight change from the previous model. Now, only the isospin-dependence difference is considered. A value of $V_{HF}(0) = 58.81$ MeV ($-59.42 + 0.61$) was calculated for the HF potential. A similar search upon $\alpha_V$ and $\alpha_S$ was carried out to optimize their values. We will refer to the parameters from this version as $^{27}$Al-DOM-1.

The optimum values for the DOM parameters for $^{27}$Al-DOM and $^{27}$Al-DOM-1 are listed in Table 6.1. In fact, the fits from the two versions of DOM were very similar except for a very small difference (1% or less) in $\sigma_T$ for $E < 6$ MeV.

The DOM prediction of the total cross sections for the neutron energies up to 80 MeV is shown by the solid curve in Fig. 6.1. Throughout the whole energy range, the DOM developed in this work gives a better prediction than $^{27}$Al-Nag or SOM [Mar 86], especially for $E < 8$ MeV. In this work, the overestimation of $\sigma_T$ in $^{27}$Al-Nag is reduced from 26% to 8%. The percentage is an average values of the overestimation for $E < 8$ MeV.

The prediction of $\sigma_T$ became even better when the following adjustment was made. In the original $^{28}$Si-DOM, a 3.0 MeV energy offset was introduced in the parametric form of $W_V$ and $W_S$ to ensure that there is no absorption in the near vicinity of the Fermi energy. We found that for $^{27}$Al, when the energy offset is removed, a 23% gain in total $x^2$ is obtained. The main improvement appears in $\sigma_T$ for $E < 6$ MeV where the calculation came very close to the data with only 5% overestimation. This is shown in Fig. 6.1 by the dashed curve. The improvement suggests the need for higher surface absorption in that region (faster rise-up). This finding gives another indication for the need to improve the parametrization of the current exponential form of $W$ over all energy regions. In Fig. 6.2 the surface absorption potential with an energy offset of 3.0 MeV is represented by the solid curve and with no energy offset is represented by the dashed curve.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$^{27}$Al-DOM-1</th>
<th>$^{27}$Al-DOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{HF}$ (MeV)</td>
<td>58.81</td>
<td>57.59</td>
</tr>
<tr>
<td>$\alpha_{HF}$</td>
<td>0.50</td>
<td>=</td>
</tr>
<tr>
<td>$r_V$ (fm)</td>
<td>1.17</td>
<td>=</td>
</tr>
<tr>
<td>$a_V$ (fm)</td>
<td>0.665</td>
<td>=</td>
</tr>
<tr>
<td>$r_{WS}$ (fm)</td>
<td>1.285</td>
<td>=</td>
</tr>
<tr>
<td>$a_{WS}$ (fm)</td>
<td>0.55</td>
<td>=</td>
</tr>
<tr>
<td>$A_V$ (MeV)</td>
<td>8.60</td>
<td>10.30</td>
</tr>
<tr>
<td>$B_V$ (MeV)</td>
<td>79.76</td>
<td>=</td>
</tr>
<tr>
<td>Power m</td>
<td>4</td>
<td>=</td>
</tr>
<tr>
<td>$A_S$ (MeV)</td>
<td>9.44</td>
<td>9.33</td>
</tr>
<tr>
<td>$B_S$ (MeV)</td>
<td>4.7</td>
<td>=</td>
</tr>
<tr>
<td>$C_S$</td>
<td>0.0155</td>
<td>=</td>
</tr>
<tr>
<td>Power m</td>
<td>6</td>
<td>=</td>
</tr>
<tr>
<td>$V_{SO}$ (MeV)</td>
<td>5.58</td>
<td>=</td>
</tr>
<tr>
<td>$\alpha_{SO}$ (MeV)$^{-1}$</td>
<td>-0.015</td>
<td>=</td>
</tr>
<tr>
<td>$r_{SO}$ (fm)</td>
<td>1.03</td>
<td>=</td>
</tr>
<tr>
<td>$a_{SO}$ (fm)</td>
<td>0.42</td>
<td>=</td>
</tr>
<tr>
<td>Energy-offset (MeV)</td>
<td>3.00</td>
<td>=</td>
</tr>
</tbody>
</table>
Figure 6.1a. Total $^{27}\text{Al}$ cross section in the energy range between 0 and 80 MeV. The dots are experimental values and the solid and the dashed curves are the predictions of DOM with and without an energy offset in the absorption potentials (see text).

Figure 6.1b. Total $^{27}\text{Al}$ cross section in the energy range between 0 and 10 MeV. The dots are experimental values and the solid and the dashed curves are the predictions of DOM with and without an energy offset in the absorption potentials (see text).
The results of the fits to the differential cross-section data obtained with the parameters listed in Table 6.1 are represented by the solid curves in Figs. 6.3 and 6.4. The DOM fit to $\sigma(\theta)$ is very good for $E > 8$ MeV, except at backward angles for $E = 15.5$ MeV where the calculation is lower. In this region, the quality of the fit with our model is similar to that of $^{27}$Al-Nag or the SOM. (Remember that the SOM energy range of study was only 30% of the energy range of the present study.) For $E < 7$ MeV, where the compound nucleus contribution is quite large, our model gives a reasonable fit to $\sigma(\theta)$, considering the resonant behavior of the n-$^{27}$Al system in this energy range. In comparison with $^{27}$Al-Nag, our model is superior for predicting $\sigma(\theta)$ for $E < 7$ MeV; the 60% overestimation problem of $^{27}$Al-Nag is reduced to about 25% in our model. This overestimation is even reduced to about 5–10% when no offset is included in the absorption forms. In the $\sigma(\theta)$ data (Figs. 6.3 and 6.4), the error bars shown in the minimum correspond to an assigned uncertainty in the extracted value of $\sigma_{\text{CN}}^{\text{CN}} (= \sigma^{\text{CN}} - \sigma^{\text{CN}}_{\text{CN}})$ of 50%. (Similar large uncertainties were used for the GENOA search to take care of the uncertainty in the CN calculation and to minimize problems caused by resonances in the region from 2 - 8 MeV).

In Fig. 6.5 the calculation of the model is compared to the measured analyzing power. The model reproduces the shape of the data quite well except in the region $60^\circ < \theta < 90^\circ$, where the calculation is high. We studied the sensitivity of the data to the introduction of an imaginary spin-orbit potential to the model using the $W_{SO}$ parameters of the Walter-Guss model [Wal 85], but no real improvement was achieved. The quality of the fit to $A_{\text{y}}(\theta)$ reached in this work is comparable to the fit of $^{27}$Al-Nag and the SOM where a smaller geometry ($r_{s0} = 1.00$ fm and $a_{s0} = 0.41$ fm) was used for the spin-orbit potential.
Figure 6.3. DOM calculations compared to the differential cross sections of neutron scattering from $^{27}$Al at incident energies between 2 and 9 MeV. The dots are the experimental values, the solid curves are the DOM calculations added to the compound nucleus contributions and the dashed curves are the compound nucleus contributions.

Figure 6.4. DOM calculations compared to the differential cross sections of neutron scattering from $^{27}$Al at incident energies between 11 and 25 MeV. The dots are the experimental values and the solid curves are the DOM calculations.
6.5 The regional DOM for $^{27}\text{Al}$, $^{28}\text{Si}$ and $^{32}\text{S}$

Following the success of the development of the individual DOM for the three nuclei $^{27}\text{Al}$, $^{28}\text{Si}$, and $^{32}\text{S}$, we present here the development of a regional DOM for the 2s-1d nuclei in the mass number region of $27 \leq A \leq 32$. The objective for the development of this regional optical model, which utilizes the dispersion relation to determine if it is possible to obtain a constrained set of parameters that describes the scattering data of these nuclei. Although the model is "general" in nature, it preserve the characteristics (due to the different intrinsic structures) of these three nuclei. In the individual DOM analyses, the nuclear mean field NMF derived in Sect. 5.7.1 and Sect. 6.4 has two components. The first one is the HF component, which has a smooth dependence upon energy, mass number $A$ and neutron excess. The second is the dispersive component, which is fundamentally due to the coupling of the neutron to the excited states of the core of the particular nucleus. This coupling (and hence the dispersive contribution) is expected to vary from one nucleus to the other. It is influenced by nuclear dynamics and cannot be expressed as a simple function of mass number or neutron excess [Mah 91, Joh 88]. Thus a regional model is not expected to give detailed agreement with the scattering data for every nucleus. However, in the models below, the individual values for the Fermi energy of each nucleus are introduced into the formulation. It is described below that merely introducing Fermi-energy differences is not adequate to represent the regional scattering data. To account for nuclear structure differences it was necessary to allow for stronger absorption in $^{28}\text{Si}$ and $^{32}\text{S}$ than in $^{27}\text{Al}$. Thus, the concept of a regional model gives way to a "constrained" model in which the strength parameter of the surface and the volume terms were allowed to differ for the three nuclei. Eventually, in the last stage, the known isovector dependence of the real term of the optical potential was explicitly introduced in an attempt to partially compensate for the "structure dependence" on $N$ and $Z$.

Since the concept of the NMF is an average nuclear potential, the NMF can only provide an average description for the properties of the bound states. In developing the regional model below, no attempt was made to adjust the parameters to predict the binding energies of the single-particle states in the negative energy region.
The databases for all three nuclei have been discussed in Sect. 4.1 and Sect. 6.4. The same version of the search code GENOA was used in this part of the work. Following the suggestion of Mahaux and Sartor, an energy offset of 3.0 MeV was used in the absorption forms. The first attempt in the search was to test how well the average values of the individual-DOM parameters predict the scattering data. The regional set of the average values are listed in the third right-hand column of Table 6.2 (we will refer to them as Regional). For all three nuclei, the Regional gives good fits to $\sigma_T$ from 10 to 80 MeV and about 12% overestimation for $E < 10$ MeV for the three nuclei. In the case of $^{27}$Al, the overestimation of Regional is 5% worse than that of the individual $^{27}$Al-DOM, but in the case of $^{28}$Si and $^{32}$S, the overestimates are comparable to the individual DOM. Recall that the individual-DOM parameters in Chap. 5 were optimized in both energy regions (i.e., for both $E < 0$ and $E > 0$).

The predictions of the Regional for the differential cross sections are good and very similar to the fits obtained from their individual DOM. In the case of $^{27}$Al, the predictions are consistently low at the backward angles for $E > 14$ MeV. This weakness in the $^{27}$Al fit is due to the absorption being too large in the $E > 14$ MeV region. We conclude that the Regional parameters provide good absorption values for $^{28}$Si and $^{32}$S but too high for $^{27}$Al. The lower absorption (relative to the other nuclei) favored by $^{27}$Al was seen earlier in Sect. 6.4. Similarly, for the analyzing power data of $^{27}$Al, $^{28}$Si and $^{32}$S, the Regional gave a comparable fit to that of the individual DOM.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Regional</th>
<th>$^{27}$Al-Cons</th>
<th>$^{28}$Si-Cons</th>
<th>$^{32}$S-Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{HF}$ (MeV)</td>
<td>58.2</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$C_{HF}$</td>
<td>0.52</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$r_V$ (fm)</td>
<td>1.17</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$b_V$ (fm)</td>
<td>0.69</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$r_{WS}$ (fm)</td>
<td>1.285</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$b_{WS}$ (fm)</td>
<td>0.53</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$A_V$ (MeV)</td>
<td>11.6</td>
<td>9.06</td>
<td>13.8</td>
<td>15.55</td>
</tr>
<tr>
<td>$B_V$ (MeV)</td>
<td>82.0</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Power 1</td>
<td>4</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$A_S$ (MeV)</td>
<td>10.55</td>
<td>9.83</td>
<td>11.08</td>
<td>11.56</td>
</tr>
<tr>
<td>$B_S$ (MeV)</td>
<td>8.0</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$C_S$</td>
<td>0.012</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Power 3</td>
<td>6</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$V_{SO}$ (MeV)</td>
<td>5.5</td>
<td>5.81</td>
<td>5.81</td>
<td>5.81</td>
</tr>
<tr>
<td>$\alpha_{SO}$ (MeV)$^{-1}$</td>
<td>-0.015</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$r_{SO}$ (fm)</td>
<td>1.05</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$b_{SO}$ (fm)</td>
<td>0.45</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Energy-offset (MeV)</td>
<td>3.00</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
</tbody>
</table>
Based on these results using the average parameters, an effort was made first to fine tune the spin-orbit potential parameters, relaxing the constraints made on them during the prediction of the B.E. of the bound states. An increase of 300 keV in the spin-orbit strength (see Table 6.2) gave an improved fit to the analyzing power data but only less than a 1% gain in the total $\chi^2$ for the regional data set.

Next we focused on optimizing the volume and surface absorption parameters keeping the rest of the parameters as the average values. In this step, the search on the absorption parameters was carried out in the following sequence: i) upon the two constants $A_Y$ and $A_S$ and ii) upon the three constants $A_Y$, $A_S$ and $C_S$. For the first sequence, 5.5%, 12% and 23% gains in the $\chi^2$ (relative to that obtained with Regional) were reached in the case of $^{28}$Si, $^{32}$S and $^{27}$Al, respectively. For the second sequence, where the exponent constant $C_S$ was incorporated into the search, the gains in the $\chi^2$ were 5.7%, 15% and 27% for $^{28}$Si, $^{32}$S and $^{27}$Al, respectively. We should note that the $\chi^2$ is very sensitive to small variations in the parameter values due to the small artificial error (i.e., heavy weight) assigned to the $\sigma_T$ values. Although the fits to the scattering data were good in both cases, we choose the parameters obtained in the first sequence as our final regional parameters for the following reasons. In the second sequence of the search, the change in the sum of the $\chi^2$ for all three nuclei was only 1.07 times better. Furthermore, it produced a large spread in the value of the exponent $C_S$, ranging from 0.008 for $^{32}$S to 0.021 for $^{27}$Al. A comparison between the different values of the parameters from the two search sequences is listed in Table 6.3.

Table 6.3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$^{27}$Al-Cons</th>
<th>$^{28}$Si-Cons</th>
<th>$^{32}$S-Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_Y$ (MeV)</td>
<td>$A_Y$ (MeV)</td>
<td>$A_Y$ (MeV)</td>
</tr>
<tr>
<td></td>
<td>seq. i</td>
<td>seq. ii</td>
<td>seq. i</td>
</tr>
<tr>
<td>$A_S$</td>
<td>9.06</td>
<td>10.52</td>
<td>13.8</td>
</tr>
<tr>
<td>$B_S$</td>
<td>9.83</td>
<td>11.33</td>
<td>11.09</td>
</tr>
<tr>
<td>$C_S$</td>
<td>0.012</td>
<td>0.021</td>
<td>0.012</td>
</tr>
</tbody>
</table>

The quality of the fits from the two search sequences were very similar. For the three nuclei, we present the fits from the first sequence (call it constraint Regional DOM) to the total cross sections, $\sigma$(8) distributions and the analyzing power data along with those obtained from the individual DOM. The predictions of the constraint Regional DOM to the total cross sections of $^{27}$Al, $^{28}$Si and $^{32}$S are shown as dashed curves in Fig. 6.6. In this figure the previous fits from the individual DOM are also shown for the sake of comparison. The fits for $\sigma$(8) of $^{27}$Al are shown in Figs. 6.7, 6.8, for $^{28}$Si are shown in Figs. 6.9 and 6.10, and for $^{32}$S are shown in Figs. 6.11 and 6.12, respectively. In Fig. 6.7, Fig. 6.9, and Fig. 6.11, the points are the estimates of the data for shape-elastic $\sigma$(8). These values were obtained by subtracting predicted compound-nucleus values (see Ch. 4) from measured values of $\sigma$(8). For $A_Y(8)$, the fits are shown in Figs. 6.13, 6.14 and 6.15.
Figure 6.6. The individual and the constrained regional DOM predictions for the total cross sections of the three nuclei $^{27}$Al, $^{28}$Si and $^{32}$S.

Figure 6.7. Individual DOM and constrained Regional DOM calculations compared to the differential cross sections of neutron scattering from $^{27}$Al at incident energies between 2 and 9 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regional DOM calculations. The dots are the shape-elastic values.
Figure 6.8. Individual DOM and constrained Regional DOM calculations compared to the differential cross sections of neutron scattering from $^{27}$Al at incident energies between 11 and 25 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regional DOM calculations. The dots are the experimental values.

Figure 6.9. Individual DOM and Regional DOM calculations compared to the differential cross sections of neutron scattering from $^{28}$Si at incident energies between 2.5 and 14 MeV. The solid curves are the individual DOM calculations and the dashed curves are the Regional DOM calculations. The dots are the shape-elastic values.
Figure 6.10. Individual DOM and constrained Regonal DOM calculations compared to the differential cross sections of neutron scattering from $^{28}\text{Si}$ at incident energies between 14.8 and 40 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regonal DOM calculations. The dots are the experimental values.

Figure 6.11. Individual DOM and constrained Regonal DOM calculations compared to the differential cross sections of neutron scattering from $^{32}\text{S}$ at incident energies between 2.5 and 12 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regonal DOM calculations. The dots are the shape-elastic values.
Figure 6.12. Individual DOM and constrained Regional DOM calculations compared to the differential cross sections of neutron scattering from $^{32}\text{S}$ at incident energies between 14 and 40 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regional DOM calculations. The dots are the experimental values.

Figure 6.13. Individual DOM and constrained Regional DOM calculations compared to the analyzing powers for neutron scattering $^{27}\text{Al}$ at incident energies 14, 15.5 and 17 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regional DOM calculations. The dots are the analyzing power data.
Figure 6.14. Individual DOM and constrained Regional DOM calculations compared to the analyzing powers for neutron scattering $^{28}\text{Si}$ at incident energies 10, 14, 15.5 and 17 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regional DOM calculations. The dots are the analyzing power data.

Figure 6.15. Individual DOM and constrained Regional DOM calculations compared to the analyzing powers for neutron scattering $^{32}\text{S}$ at incident energies 10, 14, 15.5 and 17 MeV. The solid curves are the individual DOM calculations and the dashed curves are Regional DOM calculations. The dots are the analyzing power data.
So far we developed a type of constrained or regional model for the three nuclei. In this regional model, all DOM parameters are the same except the two constants \(A_v\) and \(A_s\) of the volume and surface absorption. These parameters are listed in Table 6.2 as \(^{27}\text{Al}-\text{Cons.}^{28}\text{Si}-\text{Cons}\) and \(^{32}\text{S}-\text{Cons.}\)

For the sake of interest and completeness, we extend the seq. 1 regional DOM (without adjusting any parameters) to the negative energy region for \(^{28}\text{Si}\) and \(^{32}\text{S}\) to see how well the binding energies of the single particles are predicted. On the second right-hand column of Figs. 5.10 and 5.18 the Regional-DOM prediction for the B.E. for states of \(^{28}\text{Si}\) and \(^{32}\text{S}\) are shown, respectively. The predictions for \(\varepsilon_p\) of \(^{28}\text{Si}\) and \(^{32}\text{S}\) came within 4% and 3.5% (\(-12.31\) and \(-11.44\) MeV) of the values (\(-12.83\) and \(-11.87\) MeV) determined earlier from the separation energy calculations. The deepest hole state (\(1S_{\frac{1}{2}}\)) for \(^{32}\text{S}\) was predicted (\(-65.55\) MeV) 16% lower than the experimental value of \(-78.1\) MeV.

6.5.2 Modification to the \(^{27}\text{Al}\)-Constraint

The even-even nuclei \(^{28}\text{Si}\) and \(^{32}\text{S}\) are self-conjugate, i.e., \(T=0\), while \(^{27}\text{Al}\) is not (\(T=2\)). Therefore, there should be some difference for \(^{27}\text{Al}\) because of the isovector component of the nuclear mean field.

A slight modification to the \(^{27}\text{Al}\)-Constraint parameters \((^{27}\text{Al}-\text{Cons})\) was carried out to recalculate the value of the depth of the HF potential \(V_{\text{HF}}(E = \varepsilon_p)\) based on two considerations. The first was to account for the isospin dependence of the real central potential. The second, was to account for the influence of the difference in the Fermi energy on the depth of the HF potential between the three nuclei. For the first consideration, the isovector potential used was taken from the Walter-Guss model [Wal 86] in a similar way to that applied in Sect. 6.4. The value for \(V_{\text{HF}}(E = \varepsilon_p) (-57.59\) MeV\) was calculated from the real central potential obtained for the average value \((-58.2\) MeV, see Table 6.2) in the Regional model, that is \(V_{\text{HF}} = -58.2 - (-0.61 = -57.59\). In the second consideration we also include the effect of the difference in the Fermi energy (-1.95 MeV). (This difference in the Fermi energy was calculated from the difference between the average \(E_p\) of \(^{28}\text{Si}\) and \(^{32}\text{S}\) and \(E_p\) of \(^{27}\text{Al}\) \((1.2/12.83 + 11.87) - 10.4 = -1.95\)). Keeping the same slope in Regional, a value \((-56.58\) MeV\) was calculated from the real central potential of the average value \((-56.58 = -58.2 - (-0.61 - (-)0.98 \times 0.52))\).

In this section we discuss the development (results) of three sets of parameters for the \(^{27}\text{Al}\) Regional models: one with the HF depth calculated from the average, a second from isospin only, and a third from isospin and the \(E\)-difference. We will refer to these models as \(^{27}\text{Al}-\text{Cons.}^{27}\text{Al}-\text{CONS-1}\) and \(^{27}\text{Al}-\text{Cons-2}\), respectively.

The new values for the depth of the HF potential (i.e., \(-57.59\) and \(-56.58\) MeV) were used in separate searches starting with the other parameters of \(^{27}\text{Al}-\text{Cons.}\). The constants \(A_v\) and \(A_s\) were optimized. Hence the parameters of the \(^{27}\text{Al}-\text{Cons-1}\) and \(^{27}\text{Al}-\text{Cons-2}\) models are identical to those of the \(^{27}\text{Al}-\text{Cons}\) model except for \(V_{\text{HF}}, A_v\) and \(A_s\).

The fits to the scattering data from \(^{27}\text{Al}-\text{Cons-1}\) and \(^{27}\text{Al}-\text{Cons-2}\) models are nearly indistinguishable from those of the \(^{27}\text{Al}-\text{Cons}\) model except for small variations at the first minima of \(\sigma(E)\) distributions for \(E > 14\) MeV. Therefore, we only present the parameters of these three models in Table 6.4. The
parameters for the $^{27}$Al-Cons model are listed again in Table 6.4 (from Table 6.1) for the convenience of comparison. Notice that in Table 6.4, the values of $A_S$ are almost identical, which reflects that the $A_V$ parameter is more sensitive to changes in $V_{HF}$ than is the $A_S$ parameter.

Table 6.4 The parameters for the modified versions of $^{27}$Al-Cons

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$^{27}$Al-Cons</th>
<th>$^{27}$Al-G-1</th>
<th>$^{27}$Al-G-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{HF}$ (MeV)</td>
<td>55.2</td>
<td>57.59</td>
<td>56.58</td>
</tr>
<tr>
<td>$\alpha_{HF}$</td>
<td>0.52</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$\tau_V$ (fm)</td>
<td>1.17</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$a_V$ (fm)</td>
<td>0.69</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$\tau_{WS}$ (fm)</td>
<td>1.285</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$a_{WS}$ (fm)</td>
<td>0.53</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$A_V$ (MeV)</td>
<td>9.06</td>
<td>9.07</td>
<td>11.25</td>
</tr>
<tr>
<td>$B_V$ (MeV)</td>
<td>82.0</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Power n</td>
<td>4</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$A_S$ (MeV)</td>
<td>9.83</td>
<td>9.82</td>
<td>9.81</td>
</tr>
<tr>
<td>$B_S$ (MeV)</td>
<td>8.0</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$C_S$</td>
<td>0.012</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Power m</td>
<td>5</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$V_{SO}$ (MeV)</td>
<td>5.81</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$\alpha_{SO}$ (MeV)^{-1}</td>
<td>-0.015</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$\tau_{SO}$ (fm)</td>
<td>1.09</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>$a_{SO}$ (fm)</td>
<td>0.48</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>Energy-offset (MeV)</td>
<td>3.00</td>
<td>=</td>
<td>=</td>
</tr>
</tbody>
</table>

6.6 Comparison between the regional models of DOM and SOM

In this section we compare the results of two regional analyses: the DOM developed in Sect. 6.5.1 and the conventional SOM [Mar 87]. The energy range studied in the DOM (0-80 MeV) is almost three times that studied in the SOM (14-40 MeV). Hence, the DOM involves a larger database for $\sigma_T$, $\sigma(0)$ and $\Lambda_V(0)$. The determination of the real potential in the two types of analyses is quite different. For the DOM, it is constrained by the requirement that the HF potential should yield nearly symmetric prediction for the bound states in the opposite side of the Fermi energy. (Although this constraint was not explicitly applied in the regional-model fitting, it was applied in determining the $^{28}$Si and $^{32}$S parameters that were the basis for obtaining the average or constrained DOM parameters. In the SOM, it is based solely on the best fit to the scattering data. Therefore, the DOM has a more physical base for determining the real potential. We realize that it is not too meaningful to compare DOM and SOM parameters because the dispersive correction introduces complicated energy variations in the strength and form factor of the real potential. Nevertheless, because the conventional SOM is the model classically used to describe elastic scattering, it may be of some usefulness to make the comparison for pedagogical or historical reasons.

The real and absorption geometries are very close in both analyses, while the spin-orbit parameters are smaller in the SOM ($r_{so}$= 1.00 fm and $a_{so}$ = 0.40 fm) than in the DOM ($r_{so}$= 1.05 fm and $a_{so}$ = 0.48 fm). The DOM used 11 sets of $\Lambda_V(0)$ data, while the SOM used only 7 sets of $\Lambda_V(0)$ data.

The DOM fit to $\sigma_T$ is superior to the fit of the SOM for all three nuclei; the SOM prediction is consistently lower than the experimental data. For the differential cross section and the analyzing power data between 14 and 40 MeV, both the DOM and the SOM give good and comparable description to the measured data.
Conclusions and comments

The main objective of this study was to derive the nuclear mean field (NMF) for neutron scattering from \(^{28}\text{Si}\) and \(^{32}\text{S}\) in the broad energy range between -80 to +80 MeV. For each nucleus, the derived NMF gave a successful description for the total cross sections, differential cross sections and analyzing power data at the positive energies as well as a fairly reasonable prediction to the binding energies of the single particle states at the negative energies. This unified description of the NMF is made possible by utilizing the dispersion relation which connects the real and the imaginary part of the NMF through a DOM approach. The two derived NMFs support (and confirm the feasibility of) the approach which divide the NMF into Hartree-Fock-type and dispersive components. The HF component has a smooth dependence over a wide energy region, while the dispersive contribution is the one that contains the dynamical effects due to the coupling of the neutron single-particle configuration to the collective core excitations.

In order to derive a comprehensive NMF with improved accuracy of parameterization, the DOM analysis should make use of an extensive database at both energy regions. In the present work, and for the purpose of building the extensive database, differential cross-section angular distributions for elastic scattering were measured for the scattering of neutrons from \(^{28}\text{Si}\) and \(^{32}\text{S}\) at incident energies of 15.5 and 19 MeV. Furthermore, analyzing-power angular distributions for polarized neutron scattering from the same nuclei were measured at 15.5 MeV. The six scattering observables were incorporated with other data collected from experiments both at TUNL and other labs to form the most extensive study of \(^{28}\text{Si}\) and \(^{32}\text{S}\), i.e., a study spanning the very wide energy range from -80 to +80 MeV.

The analysis applied in deriving the NMF in this work incorporated the recently introduced requirement that the absorption potentials vanish
in an energy region somewhere between \((E_{p})^+ < E < (E_{p})^-\). However, this innovation did not affect the quality of agreement for \(c_{\sigma}\) at \(E < 10\ MeV\).

The DOM parameters listed in Tables 5.1 and 5.2 were able to describe the scattering observables quite well across the energy range of the study. However, the familiar optical-model overestimation problem of the total cross section at low energies \((E < 8\ MeV)\) persists in the final results of the present study for \(^{28}\text{Si}\) and \(^{32}\text{S}\) (see Sect. 5.7.1 for discussion).

One area of the DOM which needs to be improved is the energy dependence of the absorption potentials. Although the current forms were able to give, on the average, adequate representation of the data in most energy regions, some difficulties for \(E < 8\ MeV\) were confronted; this strongly suggests the need to improve the current form of the surface absorption. However, this low-energy problem with \(c_{\sigma}\) may also indicate a limitation of the DOM to produce the correct form-factor for the real potential as well.

Additional experimental data for the differential cross sections for \(E > 40\ MeV\) is highly recommended to fully investigate the systematic behavior of the absorption potential at high energies; the end result would be the determination of more accurate DOM parameters at all energies.

The extension of DOM towards the negative energy region was reasonably able to predict the binding energies of the single-particle states. However, quantitative agreement for all the binding energies was not obtained. Part of this defect may be attributed to the deformation of these nuclei and also to the need for more accurate empirical bound-state information. In addition and in the spirit of any optical model for light (and deformed) nuclei, the DOM can only describe the average properties in specific energy region. That is, the NMF derived here is expected to describe the average properties of the bound states, but not to produce all the fine details in the excitation spectrum of these states for the \(^{28}\text{Si}\) and \(^{32}\text{S}\) systems.

The NMF derived in this work, in comparison with other NMF reported earlier, gave consistent results for the HF strength determination as well as for the real radius variation with mass number. The parametrization of the real radius (derived in Sect. 5.9) by incorporating the

NMF parameters of this study with other NMF parametrizations improved the accuracy of our knowledge of the A-dependence of the real radius reported in an earlier study of nuclei for the \(40 < A < 208\) region.

In addition, the development of a new DOM for \(^{27}\text{Al}\) gave a better prediction for the total cross section than the previous DOM over the entire range between 0–80 MeV and better representations of the differential cross-section data as well. The present DOM reduced the previous 25% overestimation of \(c_{\sigma}\) down to 8%, revealing the importance of determining the HF component in the negative energy region from empirical single-particle bound-state information for neighboring nuclei.

Another objective achieved in the present work is the development of a general DOM model for nuclei in the mass region of \(27 \leq A \leq 32\). This "global" model followed the development of the individual DOM for the systems studied in the first part of the study. The average parameters from the individual DOMs gave a fair description to the scattering observables of all systems. However, a small re-optimization of the strengths of \(W_{T}\) and \(W_{S}\) furnished very good fits to \(c_{\sigma}(T)\) and \(c_{\sigma}(T)\). The \(A_{T}(T)\) data are well represented by the "global" parameters, both with or without the optimization of the absorption strengths. The success of the global DOM in describing the scattering data in the region of \(27 \leq A \leq 32\) sheds light on the extension of a global DOM to other mass regions.

The extension of the DOM analysis to \((p, p)\) scattering for the same \(T=0\) nuclei (where the only difference is the Coulomb correction) will help in establishing the features of the Coulomb correction term more precisely.

The present work points to the possibility for future analyses that incorporate the dispersion relation approach to other deformed nuclei. It would be also desirable to extend the work to other light nuclei to study the full range of validity or applicability of the DOM.
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